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Both authors would like to dedicate this in fond memory of Marvin Knopp. Knop was the most humble
and exemplary teacher and mathematician the second author has known.

ABSTRACT. In this paper we investigate a continuous version of the hypergeometric zeta functions for any

positive rational number ”a” and demonstrate the analytic continuation. The fractional hypergeometric

zeta functions is shown to exhibit many properties analogous to its hypergeometric counter part, including
its intimate connection to Bernoulli numbers.

1. INTRODUCTION

In [1] Abdul Hassen and Heiu D. Nguyen introduced and investigated a generalization of the Riemann
zeta function by replacing e* — 1 the denominator in the integral representation with arbitrary Taylor
difference e* — Ty_1(xz) where N is a positive integer and Ty _1(x) is the Taylor polynomial of e* at the
origin having degree N — 1. This defines a family of what Hassen and Nguyen called hypergeometric zeta
functions denoted by (x(s) defined by:

1 [e%e} xs+N72
Cn(s) = I'(s+N-1) /o e® —Tn_1(x) de.

Observe that ¢1(s) = ((s) , i.e.; when N = 1, we get the classical zeta function. In the same paper, ([1]) they
developed the analytic continuation of {n(s) to the entire complex plane, except for N simple poles at
s=1,0,—1,---,2— N. and established many of the properties of the classical zeta function were established
for the hypergeometric zeta functions including generalized Bernoulli numbers. The same authors also
investigated a continuous version of the hypergeometric zeta function called the error zeta function in ([2])
by generalizing the definition involving a positive integer N to all real positive N but focused only on N = %
Regarding the continuous version they developed the analytic continuation to the entire complex plane except
for infinite number of poles and discovered that, the error zeta function shares many of the same properties
found in hypergeometric zeta functions of integer order.

In this paper we introduce what we call fractional hypergeometric zeta functions of order ”a” where a is a
positive real number. This can be done allowing the natural number N to be any positive real number a.
The authors of [1]defined (n(s) for R(s) > 1 as,

 D(N+1) [™ i
Cn(s) = T(s+ N — 1)/0 1F1(1,N+1,$)dx

where 1 Fy (b, ¢, z) is the confluent hypergeometric function.
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We now take this as our definition of {n(s) and replace N by a to reserve N for integer. We begin with
the observation that

1Fi(l,a+1,2) = €2 %(a+1) —al(a,x))
= a2z % (a) — T'(a,z))
= ae’z7%(a,x) (1.1)

where
x
’y(a,x):/ t* e tdt
0

is the lower incomplete gamma function and

I‘(a@):/ t2 tetdt

is the upper incomplete gamma function. Therefore, the fractional hypergeometric zeta function of order a
is given by

dx

I(a+1) o gsta=2Ze—z
Cals) = P(s+a—1) /0 avy(a,x)
It is discovered that this fractional hypergeometric zeta function of order ”a” shares many of the same
properties found in hypergeometric zeta functions of integer order. Observe that, if a is a positive integer
we have the hypergeometric zeta function. In section 2, we formally define fractional hypergeometric zeta
functions, establish its convergence in a right half of the complex plane, and develop its series representation.
In section 3, we reveal its analytic continuation to all complex plane except at infinite number of poles. We
show this in two approaches: in the first approach we require strip-by-strip continuation to the left half of
the complex plane for any positive real number a, and in the second approach we use contour integral for
half odd integers ”a” and express (,(s) as a contour integral. In section 4 we demonstrate a pre-functional
equation satisfied by this function.

2. PRELIMINARIES

We begin this section with the following definition:

Definition 2.1. The fractional hypergeometric zeta function is defined for all positive real number a as,
I'la+1 o gsta=Ze—w
ol = i |
I(s+a-1) )y avy(a,x)

Observe that when a = N, a natural number we get the classical hypergeometric zeta function.

dx.

Lemma 2.2. ae®y(a,z) > x* for any positive real numbers a and x

Proof. The proof follows from the relation ae*z~*y(a,x) =1 F1(1,a+1,x) and the fact that 1 F(1,a+1,z) >
1 for positive real number z. O

Lemma 2.3. For any real number x in [1,00) and any positive real number a there is a constant § > 0 such
that ~y(a,x) > 0.

Proof. Since lim,_, o y(a, z) = I'(a), there is a number M such that v(a, z) > @ Since y(a, x) is continuous

on [1, M] it has a minimum value on [1, M] say m. Then the lemma follows if we let § to be the minimum
L(a)

of m and —=. O

Theorem 2.4. (,(s) converges absolutely for o > 1, where s = o + it and both o and t are real numbers.
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Proof. Since ae*y(a,x) > x on [0,00), it holds on (0, 1]. Let s be a complex number with o > o¢ > 1, then
on (0, 1], we have
xs+a72 xs+a72 - 1,0072

ae*y(a, x) x®

1
/ 270 2dx = 1
0 (o)) _].

1 xs+a—2 1
[l
o ae“y(a,x) 0

On the other hand, let s be a complex number with ¢ > 1 and z be a real number in [1,00), then there
is a constant C such that 7%~ 2 < Ce%. Thus it follows that
Ces Cez
<
~ ae*y(a,z) T ad

Since oy > 1, we have

Hence,

xs+a—2 1

70’0—1.

ae*~y(a,x)

‘rs+a72

ae®y(a,x)

This holds true since from the previous lemma we have,y(a,z) > § and,

/°° Ce™" e 2Ce=
1

ad ad
[ee} s+a—2
/ R
1 ae*y(a, )

o0
S/
1

Therefore the theorem follows from the following inequality.

B F(a + 1) 1 J,‘s+a_26_x 00 l‘s+a_26_x
Cals) = I(s+a—1) [/0 avy(a,x) dw—i—/1 afy(a@)dx}

—1
Z‘S+a_2 20ez
ad

ae*~y(a,x)

thus it follows that,

T 1 1 st+a—2 _,—x o] s+a—2 ,—x
Cals)] < | et D) H/ r__° dac+/ < dac]
N(s+a—-1)| )y | av(a,x) 1 avy(a,x)
Here the right hand side of the integrals are both finite. |

Thus we have shown that the fractional hypergeometric zeta function converges absolutely for o > 1
and converges uniformly for ¢ > oy > 1. Therefore, the fractional hypergeometric zeta function is analytic
on {s: o > 1} where s = o + it for ¢ and ¢ real numbers. We now develop series representation using its
expansion as follows:

Lemma 2.5. For R(s) =0 > 1, we have,

where

fular) = [ N Fx(“::_;e_; (F&‘j))" d.
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Proof. From integral representation of (,(s), we have,

Pla+1) [>asfe2ee
Ca(s) I'(s+a—1) /0 ay(a,z) dm
_ I'(a) T atteTZeme T
T T(s+a- 1)/0 T -

Since,y(a,z) > 0, I'(a,z) > 0 for > 0 andvy(a,z) + I'(a,z) = I'(a), we have,

(o) =1 (1- )

Since, 0 < FIS?;;) < 1, using geometric series and reversing the order of summation and integration we have
the required result. O
Lemma 2.6. For eachn =20,1,2,---, we have,
1
1) = .
fla1) = =

Proof. Substituting 1 for s in the definition of f,(a, s), we have,
o gpale® F(a,x))n
n(a,1) = dx.
wan= [ (1

Using integration by substitution, u = FIS‘(IL’IJ)”) and integrating we have the required result. O

The lemma reveals that
=1
Ca(l) = 2_:1 ﬁ
formally generates the harmonic series.

3. ANALYTIC CONTINUATION

We now consider analytic continuation of the (,(s). As in the classical case, to do this first we use strip by
strip and then using Cauchy theory. As in the hypergeometric zeta case, both methods have their advantages.

3.1. Method I-Strip-by-Strip. From the definition of fractional hypergeometric zeta function of order a
for R(s) = o > 1, we have,
r -1 o .s+a—2,—x
Dleta-1). o= / gt e
I(a+1) o ay(a,x)

So using series representation of m, we can add and subtract each of the terms in the series to the
integrand without violating convergence. This can be shown in the following theorem:

Theorem 3.1. For 0 < R(s) =0 < 1,

Cals) = ”“)) [r(s v+ [ °°<m(1 - 1>xs+a—2e—rdm] |

P(s+a-1 a,r) x°
Proof. For R(s) = o > 1, we have,
T -1 o0 L .sta—2,—x
Dra-1. o = / e
[a+1) o ay(a,x)

1 1 o) _9 _
1 1 s+a—2 T
_ / {] pHa2e—agy 4 / 2Ty 4 / T e (3
o Lay(a,z) ¢ 0 1 ay(a,T)
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But,
1
/ 5% %xr = T(s—1)—T(s—1,1)
0
o ,.st+a—2,—x
= r@—lyi/ I ° i (3.2)
1 x®
So we have,
I(s+a—-1) i 1 1 o
o S —T(s—1 - s+a—2 T g
Tla+1) Cals) (s—1) Jr/o (cw(a,m) xa> v o
Hence the theorem follows. O

From this theorem observe that (,(s) has a zero at s =1 — a and a pole at s = 1. Moreover, this process
of analytic continuation can be repeated to extend the domain of (,(s) to R(s) > —1. To this end we write

I'(s+a-—1) /1 1 1 a o
T, 1Y\ Sa = F - ]. - s+a—2 a:d
I'(a+1) Cals) (s=1+ o Lay(a,z) 2z (1+a)ze! v €
1 00
1 1
a / :Cs—le—zdx_’_/ | psra2mw g, (3.3)
L+aJo 1 lav(e,z)  ae
But then,
1 o0
a / 25 le Ty — a T(s) — a / .
1+a Jo l1+a 1t+al
Therefore,
I(s+a—1) a e 1 1 a o
————— Ga =I'(s—1 —7T - =7 | psta2p-zga.
[(a+1) Cal) (s=D+ 1+a (5) +/0 [av(a,x) e (1 +a)xa1:| x ¢ ar
From this, observe that (,(s) has a zero at s = —a and a pole at s = 0.
Continuing in this fashion, we observe that:(,(s) has a zeros at s =1—a,—a,—(14+a),—(2+a), -+, and
poles at s =1,0,—1,—2,—3,--- . These zeros are called the trivial zeros of (,(s). For example, if a = 2, the
trivial zeros of C%(s) are at s = —%, —%, —g, —%, e

The main advantage of analytic continuation using the method of strip-by-strip is that it reveals the
behavior of (,(s) near the distinguished pole s = 1. The following theorem is valid for all positive real values
of a and generalizes the corresponding result on hypergeometric zeta functions of positive integer order. This
is the content of the next theorem.

Theorem 3.2.

] = log(T(a+ 1)) a5

e e N Al e R

I(a+1) log(T'(a + 1))
I(a) (7 T )
ay +log(T'(a + 1))

il_{ri[CcAs) -

Proof.

(3.4)
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where 7 is Euler’s constant. But on the other hand we have,

i [6o(o) = | =ty [t - RS -y | - HEEE)
I (

s—1 s—1 P(s+a-1 I(s+a—-1)

= ay+log(T(a+1)) — <a’y+ar( ;)

= log(T'(a+1)) —
as desired. 0

Observe that this result is analogous to the classic result for {(s)

1 ] _r'w

| = Ty = 7R 0T

lim [( (s) —
s—1

3.2. Method II-Contour Integral. We now take a different approach and follow Riemann by using contour
integration to develop the analytic continuation of the fractional hypergeometric zeta function of order a.
This will not only allow us to make precise our earlier statements about (,(s) having an infinite number of
poles but also make explicit the role of the zeros of incomplete gamma function in determining the values
of (,(s) at negative integers. To this end we consider the contour integral for half odd integers a. That is

a= QNQH, where N is a nonnegative integer, so that,

2N+1 e8]
C2N+1(S)=W/ v | P e e
: D(s+ 255 —1) Jo  \ FHHy(35,2?)

Simplifying this we get,

(2N + )T (25H) / AR T
0

Canga (5) = (s + 281 (2N + 1)y (2 22) o

We now consider the contour integral,

1 / 2(7w)2(s+1\771)+167w2 dw
C

1) = N + )y(2 w?) w

21

where the contour C' is given as follows:

C=C_+Cs+0C,

C_ is taken along the real axis from oo to § > 0. Cj is taken counterclockwise around a circle of radius § > 0.
C is taken along the real axis from d > 0 to co. Moreover, we let —w have argument —m backwards along
oo to § > 0, and argument 7 when going from § > 0 to co. Also we choose the radius § > 0 to be sufficiently
small so that there are no roots of ’y(zN +1 ?) inside the circle of radius 6 > 0 besides the trivial zeros at
wg = 0. This follows from the fact that wy = 0 is an isolated zero. It is then clear from this assumption that
I(s) must converge for all complex s and therefore defines an entire function. Now we begin by evaluating
I(s) at integer values. To this end we decompose the integral as follows:

1(s) 1 2(—x)2(8+N’1)+16’””2 dx 1 2(—11))2(5“\[*1)“e*“’2 dw
s) = - — + — —
2mi Joo (2N + D)y(35E,22) @ 21 Jo, (2N + 1)y(35H, w?) w

1 2(—3@)2(3“‘1\’_1)“6_”2 dx

— = 3.4
2mi Jo, (2N + 1)y(255H 22) = (34)
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N

FIGURE 1. Contour C

Now if 2(s + N —1) + 1 is an integer the two integrals along C_ and C cancel each other and we have only

1 / 2(—w)2(S+N_1)+1€_w2 dw
cs (2N +1)y(35H w?) w

I(s) = —
)= 5
But the function defined by,

2w2N+16_w2

T = N 1 (B )

in the integrand inside Cj has a removable singularity at the origin, hence by Cauchy’s theorem we have

I(s) = 0 for integer values 2s — 3 > 0; that is for s = %,2, %,3, %, .-+ . For integers 2s — 3 < —1; that is for

s=1, %, 0, _71, -1, _73, .-+, we consider power series expansion at the origin for f(w),

2N+1€—w2 m

2w > w
= = B _—
0= N D)~ 2 P

From Cauchy integral formula we have,

! ( )

m: w

BQN+1 = — dw
—3 ,m 21 Cs wm+1

So we have,

I(s) = (_1)2(5+N71)+1i/ 9(—w)2N+1g—w dw
2m Jos (2N+1)’Y(2NT+1,102) w2(1—s)+1
_ 1 f(w)
— (_1)2(s+N-1)+1_~  flw)
(-1) 27ri ~/Ca w2(175)+1dw
1 Bt 0y
(2(1 = s))!

But at s = %, _71, _73, .-+, it can be easily shown that

(71)2(5+N71)+

B
25219

(2(1 —s))! 0
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Thus I(s) =0 for s = 2,5, 22, .

Therefore, the zeros of I(s) can be summarized as follows:

n is an integer and n > 3 , or s = 2%t 1 is an integer and n < 0.

_n
§= 2

27

3.3. Relations Between I(s) and (o (s). We now express Caner (s) in terms of I(s). For (s) > 1, the
integral over Cs goes to zero as d goes to zero. Hence the integral over C'; and C_ yields that,

. _ _1_2
I(s) L Q25 H2N—D)mi _ e—(25+2N—1)m‘:| / 2(z)2(+N-1¢ o
2mi c. \ (2N + 1)7(2NT+179C2)

sin((2s + 2N — 1)m)  T(s+ 28-1)

— - (2N+ 1>F(2NT+1)C2N2+1 (8)
(3.6)
Thus we have,
(2N 4 1)T (28£L 7
Canen (8) - 2]8_12 ) : I(S)
z I (s+28-)  sin(2(s+ N) - 1))
Now using trigonometric identity, the double angle formula,
1 1
sin(2(s + N) — 1)mr = 2cos(s + N — 5)71' sin(s + N — 5)71'
Casn () = 2 E2 TR0 " 1)
2 1(8) = S
EE 2 T (s+ ) 2c0os(s + N — §)wsin(s + N — 3«
By using the functional equation of the gamma function,
s 1
=I'(z—s
sin((s + 2)m)(s + 3) (2 )

Therefore, for $(s) > 1, we have the relation,

_2NA41 (2N +1 L'(3-(s+N-1))
2 2 cos(s+ N — 1)

Canea (8) I(s)

From this relation we observe that the zeros of I(s) at % for n > 3 are simple, since we know by definition
that ¢ 2N 41 (n) > 0 for n > 1. We have also the following results as a consequence of the above relations:

Theorem 3.3. §2N2+1 (s) is analytic on the entire complex plane except for simple poles at s =n—+1— N
where n =N, N —1,N —2 N —3,---, with residue,

_ 2N+ 1D (PN T (5 —n) B vy

2 msin (n+ 3) (2N —2n)!

Res(Cansi(s), s =n)

Fur’thermore,§21v2+1 (s)=0ats= % forn=0,1,2,3,---.

Proof. Since I’(% — (s+ N —1) has only simple poles at s = w forn=1,2,3, -, which are canceled

by the zeros of I(s) at s = 2 for integer n > 3, and cos((s + N — 1)) has simple zeros at the integers, it

follows that (2n+1(s) is analytic on the entire complex plane except for simple poles at s = n+ N — 1 where
2
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n=N,N—-1,N—-2 N —3,---. The residue at these simple poles is given by
Res(CzN2+1 (s),s=n+N-1) = SH}&I}\PI(S —(n+ N - 1))C2N2+1 (s)

ON+1_ (2N +1 1 —n—14+N
_ + F< + >F<n)](n+1N) lim P
2 2 2 s—n+1-N COS((S + N — §)7T)

2N +1 2N +1 1 -1
= r ry-- I 1-N)—/——
2 ( 2 ) (2 n) (n+ )Wsin(n—F ir

ON +1_ /2N +1 1 B 5y
_ +F( +>F(—n)( L 2(N-1)

2 2 2 2N — 2n)lwsin(n + 37
(3.7)
Since, I(s) = 0 for s = w for n = 0,1,2,3,---, we have that §2N2+1(s) =0ats = _(2++1) for
n=01,23,-. 0

4. PRE-FUNCTIONAL EQUATION

In this section we discuss on a pre-functional equation satisfied by ( 241 (s). For this we need some
properties of the lower incomplete gamma function. From the definition of the lower incomplete gamma
function:

T
'y(amc):/ t*tetat
0

it follows that ~y(a,z) tends to I'(a) as x tends to infinity for real parameter x. This also holds true if we
replace x by a complex parameter z and let the modulus of z tends to infinity for the positive real part of
z. This can be shown as follows:

Theorem 4.1. Let z be a complex number such that its real part is positive, then

lim ~(a,z) =~(a,|z|)

|z| =00

Proof. Let |argz| < § < § with fixed § and y(a, z) be in the principal branch of this sector and u be any
complex number from the sector. Then
[ul
/ 2% le™%dz
u

Now if we integrate along the arc with radius R = |u| around zero connecting u and |ul, then we have

|’7(aa 'I.L) - ’Y(Ga |u|)| =

Ju

Iy(as ) — y(a, Jul)| < / 20162 d]

u

Since |argz| < ¢ and hence cosd < cos|argu| the integrand has a maximum value in this sector. Thus
considering the length of the arc connecting u and |u|, we have

v(a,u) = v(a, [u])| < R*Ge™To?
Thus letting R tends to infinity we have the required result. O

Corollary 4.2. Let z be a complex number such that its real part is positive, then

lim ~(a,z) =T(a)

|z| =00
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@

F1GURE 2. Contour Cg s

Proof.
T'(a) = v(a,2)| = [T'(a) = v(a, |2]) + v(a, |2]) = ¥(a, 2)]|
Thus we have,
ID(a) —v(a, 2)| < [T(a) —(a, |2[)| + [y(a, [2]) = 7(a, )|
Hence using the theorem and letting the modulus of u tends to infinity we have the required result. [J

From this theorem and its corollary it follows that v(a, z) has only a finite number of simple zeros to the
right half of the complex plane. Moreover these zeros are symmetric with respect to the Real-axis. Thus all
these zeros can be arranged in a sequence of increasing modulus. Let for each n =1,2,3,---, 27,23, -- , 2}
be the non-zero roots in the first quadrant of the lower incomplete gamma function having the same distance
7y, from the origin with different arguments 67,63, --- , 07 | respectively. Since the lower incomplete gamma
function is symmetric about the real axis, the conjugates of these roots are also its roots in the fourth
quadrant.

Let Cr,s be the annulus-shaped contour consisting of two concentric circles centered at the origin. The
outer wedge C'r having radius R, the outer circle centered at the origin having radius %, and the inner circle
Cs having radius %. Here § > 0 is chosen so that no other zeros of the lower incomplete gamma function
included besides the root zero inside the circle. This is possible since zero is an isolated zero of the lower
incomplete gamma function. R is chosen so that all the zeros to the right half of the complex plane are
included in the wedge. This is possible , since there are only finite number of zeros of the lower incomplete
gamma function occurred in the right half of the complex plane. The outer circle and the wedge traversed
clockwise, the inner circle counterclockwise and the radial segment along the positive real axis is traversed

in both directions. We define
Ie. () 1 / 2(—w)2EHN-De—w? \ gy
§) = — —
T awi Jo, \ N+ 1)y (B w?) ) w

We claim that Ic, ;(s) converges to I(s) as R tends to infinity, for R(s) <1 — N. Where

1 29— 2(s+N-1) ,—w?
1(s) / (zw) ¢ dw
C

" 2mi (2N +1)y(3,w?) " w

where the contour C' is given as follows:
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C=C_+Cs+C,

C_ is taken along the real axis from oo to § > 0. Cj is taken counterclockwise around a circle of radius § > 0.
C is taken along the real axis from d > 0 to oo. Moreover, we let —w have argument —m backwards along
oo to & > 0, and argument 7 when going from & > 0 to co. as defined in the previous section.

Since out side the wedge with radius R, 7(2N2+1,w2) # 0 we have |7(%, w?)| > M > 0.

Thus if jw| = R, we have

w2(s+N—1)e—w2 R2(3+N—1) R2§R(3+N—1)
2N+1 . 2 = —0
(=5 w?) M M
as R tends to infinity, since (s) <1 — N.
Therefore,
I(S) = Rhm ICR,J (8)
On the other hand, we have by residue theory that,
k 2
n 2(— 2(s+N—-1) ,—= L
Ion () =3 Res | 2C7) C  —a—
j=1

7Z -
(2N + 1)y (#5, 22)

But Res 21t

7Z)2(S+N—l)e—22 | = w22
EN+1)Y(FFE,22) 07

= 2N+1
Hence,

n kj

2 e 4

Icy 5(s) = N1 E kjrf- 2 E cos(2(s — 1)67)
j=1 i=1

Now taking limit as n tends to infinity we have the required result. Thus,

o kj

2 . ;
I(s) = 37 — > k2T " cos(2(s — 1)67)
1

j=1 i=

Since

2N+1F<2N+1>F(§—(5+N—1))

<2N2+1 (S) 2 9 Cos(s + N _ %)

1(s)

Then we have,

k.
INH1_(2N4+I\NT (3 -(s+N-1)) 2 X L o ;
szv2+1(s)— 5 F( 5 ) coss TN =T 2N+1ijrj 2005(2(5—1)92-)
i=1 =1
In particular, if k; =1 for all j =1,2,3,--- we put 9{ = 0; so that the above relation becomes,
INH1_ 2N+ I\NT (3 -(s+N-1)) 2 X,
= r 2 2572 cos(2(s — 1)6;
€2N2+1(8) 2 ( 2 ) cos(s+ N—1) 2N +1 ;TJ cos(2(s —1)6;)

We will explore some other properties of the fractional hypergeometric zeta functions in the future work.
One trivial problem with non-trivial answer is whether or not the pre-functional equation can be made
functional equation.
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