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Abstract

The current best effort approach to Quality of Service in the Internet can no longer satisfy a diverse variety of cus-

tomer service requirements, and that is why there is a need for alternative strategies. In order to solve this problem a

number of service differentiation approaches have been proposed. Unfortunately, these schemes are often inadequate

for providing proper service differentiation during periods of congestion. In this paper we introduce a new Bandwidth

Distribution mechanism for supporting per-flow Quality of Service guarantees and for dealing with congestion. The

Bandwidth Distribution scheme dynamically adjusts resource allocations at the network boundaries based on the net-

work feedback. Within the Bandwidth Distribution framework we introduce a set of techniques for computing per-flow

fair share. We evaluate these methods through simulation.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The current approach to provide QoS in the

Internet is no longer adequate because of the
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increasing emergence of applications with diverse
customer service requirements. As people become

willing to pay more for services that satisfy their

application needs, the one-service-for-all approach

of today�s Internet will become obsolete, creating a

need for alternative strategies.

In order to solve this problem, a number of ser-

vice differentiation models have been proposed.

The Integrated and Differentiated Service models
are among the most prominent approaches to
ed.
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providing Quality of Service in the Internet. The

Integrated Services model [2,3] requires each rou-

ter in the network to reserve and manage resources

for the flows that travel through it. In large net-

works, millions of flows may simultaneously travel
through the same core routers. In such cases, man-

aging resource reservations on a per-flow basis

may cause enormous processing and storage over-

heads in the core routers. As a result, the Inte-

grated Services model is considered to be not

scalable to large networks and thus is not widely

deployed in the Internet. The Differentiated Ser-

vices model [1] attempts to solve the scalability
problem of the Integrated Services approach by

combining flows that have similar quality of ser-

vice requirements into traffic aggregates or classes.

The Differentiated Services core routers process

incoming traffic based on the class the packets be-

long to and thus maintain andmanage resource res-

ervations only on a per-class/per-aggregate basis.

Although the Differentiated Services approach
provides a scalable solution to the QoS problem,

it supports only coarse per-aggregate guarantees

that in certain cases may not be adequate.

This paper examines an alternative approach,

called the Bandwidth Distribution Scheme

(BDS). The primary objective of the Bandwidth

Distribution Scheme is to combine advantages of

the Integrated and Differentiated Services models
and to provide support for building scalable per-

flow QoS services in computer networks. The

Bandwidth Distribution Scheme supports per-flow

QoS through bandwidth allocation at the network

edges on a per-flow basis. At the same time, the

BDS achieves scalability by employing an architec-

tural model in which the complexity of per-flow

processing is moved out of the network core into
the network edges. In this architecture, only the

edge routers maintain per-flow information, while

the core routers deal with traffic aggregates only.

For this reason, the BDS approach has similar sca-

lability advantages as the Differentiated Services

model that uses the same architecture [1].

The BDS approach relies on the basic idea of

performing per-flow management at the network
edges and processing traffic aggregates in the net-

work core. This idea is not new and has been

examined before. However, the primary contribu-
tion of this work is a novel approach to estimating

aggregate flow requirements in the network core

and then using the obtained information for dy-

namic fair pre-flow resource allocation at edge

routers. Overall the BDS works as follows. The
edge routers adjust the resource allocation of indi-

vidual flows based on knowledge of flow band-

width requirements and on feedback from the

core routers. Network feedback allows edge rou-

ters to estimate the aggregate flow requirements

and then compute fair shares of available re-

sources for individual flows. The BDS employs

the following two types of network feedback: (1)
the edge routers periodically probe the network

to update the characteristics of the active paths

and (2) the core routers explicitly notify the edge

routers about congestion. Overall, the BDS edge

routers dynamically adjust bandwidth allocations

of the flows in response to network changes such

as presence of excess resources or congestion.

Besides supporting scalable per-flow QoS, the
BDS approach attempts to maximize allocated

bandwidth by distributing excess available band-

width to the flows that can use it. If congestion

arises, the excess bandwidth allocation is adjusted

so that congestion is eliminated. An important

goal of the scheme is to ensure that the available

bandwidth is allocated fairly to the active flows.

One of the major advantages of the BDS approach
over the Differentiated Services model is its sup-

port for deployment of fine-grained per-flow QoS

services similar to those of Integrated Services

model. However, the Integrated Services architec-

ture does not scale well to large networks and em-

ploys ‘‘hard’’ per-flow resource reservations which

could yield network underutilization when the

flows fail to consume all of the resources allocated
to them. The BDS approach addresses these prob-

lems by employing an architectural model that

supports scalability and by dynamically adjusting

resource allocations of individual flows according

to the changes in network conditions. For these

reasons, the BDS approach could prove to be pref-

erable over the existing Differentiated and Inte-

grated Services models.
This paper does not explicitly examine the types

of services that can be built using the BDS ap-

proach. Instead, it operates under the assumption
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Fig. 1. Example of BDS approach.
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that with the help of a mechanism for dynamic re-

source allocation, the network can support effi-

cient deployment of scalable per-flow QoS, where

each flow that enters the network is guaranteed

to receive the amount of resources (e.g., band-
width) within its requested bandwidth range. The

BDS approach is designed to build services that

can support bandwidth guarantees. This paper de-

scribes the components of the BDS framework

that allocate available resources to individual

flows in a scalable and fair manner while maximiz-

ing network throughput. Since the BDS approach

deals with explicit bandwidth allocation, this paper
also examines the problem of congestion control.

Overall, this paper describes the dynamic re-

source allocation mechanism used in the BDS

model and investigates its feasibility via simulation

studies; in particular, we examine the ability of the

BDS edge routers to distribute available resources

fairly, to keep link utilization high, and to elimi-

nate congestion based on the network feedback.
The rest of the paper is organized as follows. Sec-

tion 2 introduces the framework of the BDS ap-

proach and argues its scalability. Section 3

introduces a set of estimation techniques for

approximating the aggregate flow requirements re-

quired for dynamic resource distribution and

examines two approaches to distributing leftover

excess bandwidth on a path. Evaluation of the
BDS approach and simulation results are pre-

sented in Section 4. Section 5 provides discussion

and related work overview while Section 6 presents

conclusions.
2. The BDS architecture

2.1. General idea

The main idea behind the feedback-based BDS

is to dynamically adjust the per-flow allocated

rates at the network boundaries. In a congestion-

free network, the users transmit data at their

desired rates. However, during congestion, the

boundary nodes limit the amount of traffic admit-
ted into the network. When a link becomes con-

gested, the corresponding core router provides an

indication to the boundary nodes to slow down.
The BDS uses an explicit message passing mecha-

nism for providing congestion notifications to the

network edges. These congestion notification mes-

sages contain the identity of the congested inter-
face and its level of congestion. This information

enables the boundary nodes to eliminate conges-

tion and to preserve the minimum per-flow guar-

antees by adjusting allocated rates of the flows.

Consider the network topology shown in Fig. 1,

where flows F1, F2 and F4 travel to boundary node

B2 causing congestion on link C2–B2. In this case,

core router C2 provides feedback to boundary
nodes B1 and B4 in the form of congestion notifica-

tions. Upon congestion notification arrival, bound-

ary nodes B1 and B4 adjust allocated rates of flows

F1 and F2, and F4, respectively. Flow F3 continues

transmitting traffic at the same rate since it does not

contribute to congestion. After boundary nodes B1

and B4 adjust resource allocation of their flows,

congestion at link C2–B2 is eliminated.
The BDS framework consists of three major

components that allow the edge nodes to dynami-

cally adjust allocated rates of the flows in response

to network changes. These components are: the

network architecture, the resource management

unit, and the Requested Bandwidth Range (RBR)

Distribution and Feedback (RDF) protocol. In

subsequent subsections, we specify the architec-
tural model of the BDS framework and describe

the components of the scheme.

2.2. BDS architectural model

The Internet consists of a large number of rou-

ters that are traditionally grouped into indepen-

dent network domains as shown in Fig. 2. A
cluster of interconnected routers that are governed

by the same administrator is called a network do-

main. Each network domain contains two types

of nodes: the edge or boundary routers and the core
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routers. Traffic enters a network domain through

the edge nodes called ingress routers. It further

travels through the core routers to reach the net-

work boundary and exits the domain through the

edge nodes called egress routers.
The core routers are not concerned with per-

flow management and perform functions similar

to those of the Differentiated Services nodes [1].

In order to support the BDS model, the core rou-

ters provide feedback to the boundary nodes about

the network conditions. The edge nodes maintain

per-flow information and manage activation and

termination of the flows. They determine the fair
share of each flow based on the provided feedback

and then allocate available resources accordingly.

It is reasonable to assume that the number of

active flows that enter and exit the network do-

main through a particular edge router is fairly

small. Thus, managing per-flow information at

the network boundaries will not raise scalability

concerns [1]. In addition, this architectural model
allows incremental deployment of the Bandwidth

Distribution Scheme in the Internet. The BDS

does not require being set-up everywhere in the

Internet at once. Instead, each network domain

can choose to support the Bandwidth Distribution

Scheme at its own discretion. If the network deci-

des to support the BDS, then a certain amount of

resources should be allocated for the BDS traffic.
These resources will be fairly distributed among

the BDS flows only, thus isolating the BDS traffic

from the rest of the flows traveling through this

domain. This paper examines the performance of

the Bandwidth Distribution Scheme within a single

network domain and assumes that by allocating

resources to the BDS traffic we perfectly isolate it
from the rest of the non-BDS flows. We plan to

address the issue of inter-domain traffic and

deployment of the BDS approach in the Internet

in future work.

This paper defines a ‘‘flow’’ to be a sequence of
packets that travel from a given source host to a

given destination host. We only consider the flows

that receive the BDS treatment and which are,

therefore, subject to the BDS resource allocation.

Similarly, terms ‘‘resources’’, ‘‘capacity’’, ‘‘load,’’

or ‘‘bandwidth’’ mean the resources, bandwidth,

etc., explicitly allocated by the network adminis-

trator for the BDS traffic. This definition of a flow,
while different from the more conventional defini-

tion as a sequence of packets between individual

source–destination applications (e.g., TCP or

UDP streams), was chosen to simplify the presen-

tation of the BDS scheme. Since the BDS process-

ing is done at the IP layer, differentiating among

individual TCP and UDP streams would require

the edge routers to access the corresponding trans-
port layer headers. The BDS architecture, as pre-

sented here, can be easily extended to apply to

conventional definition of a flow. Specifically,

some of the BDS processing should be added to

the transport layer of the source nodes. This addi-

tion will not cause any changes to the BDS pro-

cessing in the network layer. As before, the core

routers would provide network feedback and the
edge routers would compute the fair shares on

a per-source–destination basis and adjust the

resource allocation accordingly. However, in addi-

tion, the edge routers would forward the computed

per-source–destination fair shares to the source

nodes that would then distribute these resources

among individual flows.
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2.3. Resource management mechanism and

definitions of fairness

Resource management is a mechanism for shar-

ing available resources (e.g., bandwidth) among
active flows, while definitions of fairness are the

rules that determine how the available resources

are being distributed. The edge nodes distribute

available bandwidth among individual flows based

on their resource requirements. Flow resource

requirements are defined in the form of a range,

called the Requested Bandwidth Range (RBR),

which is assumed to be known ahead of time.
The RBR of a flow f consists of two values: a min-

imum rate bf below which the flow cannot operate

normally, and the maximum rate Bf that the flow

can utilize. The allocated rate Rf of flow f is limited

by the flow�s RBR and lies within this requested

range.

RLRf ¼ ½bf ;Bf �: ð1Þ

Such resource requirements are applicable for

elastic traffic that can tolerate frequent rate change
and can utilize excess bandwidth that becomes

available due to changes in the network condi-

tions. Overall, the BDS approach is most suitable

for long-lived elastic applications that can tolerate

and benefit from frequent changes in available re-

sources such as video, large data transfers, and

FTP.

Let us denote by Fk the set of flows that
travel through link k; the total amount of re-

sources [bk, Bk] requested on link k, which we call

the aggregate RBR on the link is defined as

follows:

½bk;Bk� ¼
X
f2F k

bf ;
X
f2F k

Bf

2
4

3
5: ð2Þ

A link is a bottleneck for a flow if this link limits

the allocated rate of that flow. Each edge node

computes the fair share FSk
f of flow f that travels

through bottleneck link k with capacity Ck as

follows:

FSk
f ¼ bf þ ðCk � bkÞ b

f

bk
¼ Ck b

f

bk
: ð3Þ
Using definition (3) each flow is allocated its

minimum requested rate plus a share of the left-

over bandwidth proportional to its minimum re-

quested rate. Since flow f cannot transmit data at

a rate higher than its maximum requested rate,
the allocated rate Rf of flow f is limited by the

flow�s maximum requested rate Bf.

Rf ¼ minðFSk
f ;B

f Þ: ð4Þ

Flows that originate from the same ingress node

and travel on the common parts of a path might

have different bottleneck links in the network. As
a result, if flow f1 travels through link k but has

a bottleneck on link l, it may not need to adjust

its allocated rate according to link k�s information

even though its resource requirements are added to

the aggregate RBR of link k. As a result, link k

may become underutilized and flows that have k

as their bottleneck can benefit from the available

excess bandwidth by increasing their allocated
rates. In such cases, the fair share of these flows

will include the share of leftover bandwidth.
2.4. The RBR distribution and feedback protocol

The third part of the BDS framework is the

RBR Distribution and Feedback (RDF) protocol

that notifies the edge nodes about the network
changes. The feedback provided by the RDF pro-

tocol allows the edge nodes to estimate the aggre-

gate RBR on the congested links. The RDF

protocol is fairly simple and consists only of two

phases: the path probing phase and the notifica-

tion phase. The path probing phase discovers

new paths, alerts the edge nodes about the pres-

ence of excess bandwidth on the path, and helps
the core nodes to identify and keep track of the

edge routers that should be notified during conges-

tion. The notification phase alerts the boundary

nodes about congestion in the network.
2.4.1. The path probing phase

The edge routers initiate the path probing phase

for a particular path only if a new flow activates
and the route characteristics are unknown to the

edge router. The edge nodes probe the network

only on a per-active-path basis. The path probing



1 We use the term capacity Ci to denote the total bandwidth

on link i that can be allocated to active flows. It is often the case

that a link cannot be operated at full capacity because traffic

variability can cause excessive delays. In such a situation, Ci

reflects the fraction of the actual capacity that may be allocated

to the flows.
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phase consists of periodic messages that travel to

the egress node of a particular path and back.

While traversing the network domain the probe

messages collect the IP addresses, the estimated ar-

rival rates, and the capacities of the router inter-
faces they pass through. The probes terminate at

the egress nodes, which are the last routers within

the domain on the path to the destination. The

egress nodes forward the probes back to the in-

gress nodes that generated them in messages called

probe replies. The first probe message generated

on a path serves as the tool for discovery of the

route to the destination. The edge nodes store col-
lected information about the probed path in the

Path Table. This information is used to update

allocated rates of the flows that travel on that

path.

The core routers use the path probing phase to

identify and keep track of the edge nodes that

should be notified during congestion. The edge

nodes probe only active paths, e.g., the paths that
have flows traveling on them. Thus, the core rou-

ters can use the probe message arrival as an indica-

tion that a particular edge router is still active and

should be notified in the event of congestion. The

core routers maintain a soft state for each active

edge router. Such soft state contains the identity

(e.g., IP address) of the edge router, a countdown

timer, and identity of the core router�s outgoing
interface on which the edge router�s traffic departs.

The core routers update the soft-state information

as follows.

Upon the probe message arrival, the core router

retrieves the identity of the edge node that gener-

ated this probe from the source field in the packet�s
IP header. If the soft state for this edge router al-

ready exists, then the core node resets the corre-
sponding countdown timer. Otherwise, the core

router creates a new soft state entry for this edge

router. The core router discards the edge node�s
soft state information whenever the countdown

timer expires.

2.4.2. Notification phase

A core router initiates the congestion notifica-
tion phase when one of its outgoing interfaces be-

comes congested. Interface i of a core router is

congested if the arrival rate Ri of the traffic trans-
mitted on this interface i is larger than the capac-

ity, Ci, of the link attached to this interface 1.

The core router starts the notification phase by

retrieving identities of the edge routers that should

be notified and generating congestion notification
messages to each of them. A congestion notifica-

tion (CN) message contains the identity of the con-

gested interface, its capacity, and estimated arrival

rate on this interface. The edge routers use the con-

gestion notification messages to estimate the

aggregate RBR and, based on the results, distrib-

ute available resources among the flows. The noti-

fication phase terminates after all the edge routers
receive their corresponding notification message

and adjust resource allocation.

2.5. The BDS processing at the edge and core

routers

The main responsibilities of the edge nodes in

the BDS architecture are maintaining resource
requirements of those flows that enter the network

through them and keeping track of the active

paths that these flows traverse. The edge nodes

maintain flow requirements in the SLA Table. To

avoid keeping redundant path information, the

edge nodes maintain two additional tables. The

first table, called the Path Table, keeps the list of

active paths and corresponding flows that travel
through those paths. Characteristics of individual

links are stored in a separate table, called the Links

Table. Fig. 3 illustrates the data structures main-

tained in each edge node.

The BDS processing in the core routers consists

of three primary tasks: estimation of the arrival

rate on each of the outgoing links, maintaining

the list of edge routers to be notified in the event
of congestion, and responding to the RDF proto-

col messages. To approximate the arrival rate on

each of its interfaces and to keep the processing

in the network core simple, the BDS employs an
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exponential weighted moving average (EWMA)

algorithm [4,5].

Rk ¼ aRk
old þ ð1� aÞRkðsÞ; 0 6 a 6 1; ð5Þ

RkðsÞ ¼
P

s sizeðpacketÞ
s

; ð6Þ

where the Rk
old is the previous estimation of the ar-

rival rate on link k, Rk(s) is the arrival rate on link

k during the time interval s, and a is a constant.
The EWMA algorithm was chosen for estimating

the arrival rate because of its simplicity and small

overhead. In simulations, the time interval s was

set to 1 s because with such configuration, the esti-

mation mechanism appeared to provide the most

accurate values of the arrival rate. Clearly, the

choice of the time interval and the rate estimation

mechanism influences the performance of the BDS
approach. Although this paper does not address

this issue, we hope to examine it further in the

future.

2.6. Scalability of the BDS architecture

The presented BDS approach is scalable be-

cause of the network architecture employed by it.

In BDS networks, the edge nodes maintain re-

source requirements on a per-flow basis and

network information on a per-path basis. We

assume that the number of flows that enter the net-
work domain through a particular edge node is

fairly small and does not raise the scalability prob-

lem. The Differentiated Services model makes a

similar assumption. Furthermore, since the num-

ber of active paths originating from a particular

edge router is not larger than the number of flows

that enter the network at that edge router (e.g., a

single flow cannot travel through two different
paths simultaneously), the edge nodes can main-

tain network information on a per-path basis with-

out raising scalability concerns.

The amount of information kept in the core

routers is proportional to the number of edge

nodes that send traffic through that core router.

However, the core routers maintain information

only about edge nodes that belong to the same net-
work domain and not the whole Internet and that

is why it is reasonable to assume that maintaining

per-edge node information in the network core

does not cause a scalability problem. Thus, the

architectural model of the BDS approach is scal-

able to large networks.
3. The resource management mechanism

The BDS resource management mechanism

leads to a more accurate and fair resource alloca-

tion among individual flows as compared to the

rate control mechanisms that use TCP�s ‘‘additive
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increase–multiplicative decrease’’ approach. In the

absence of congestion, TCP increments transmis-

sion rates of individual flows (congestion window)

by one full-sized segment per-round-trip time

(RTT) (linear increase during congestion avoid-
ance). However, when congestion occurs, TCP

cuts the flow transmission rates in half. While this

policy has been satisfactory for TCP, it resulted in

unfairness under certain conditions [6,13]. The

BDS resource management mechanism employs a

different approach that considers the bandwidth

requirements of individual flows, the aggregated

flow requirements, and the amount of excess traffic
on congested nodes in the network. Instead of

TCP�s gradual increment of flow transmission

rates to the optimal values, the BDS ‘‘instanta-

neously’’ computes transmission rates of the flows

while preserving bandwidth requirements, guaran-

teeing fairness, and eliminating congestion in the

network if it arises.

The BDS resource management mechanism
consists of two independent parts: resource alloca-

tion during congestion or the rate reduction mech-

anism, and resource distribution in the presence of

excess bandwidth or the rate increase mechanism.

This section examines four variations of the rate

reduction mechanism and two approaches to rate

increase. The mechanisms for rate reduction and

rate increase approximate the resource distribution
defined in Section 2.3.

3.1. The rate reduction mechanisms

The rate reduction approaches described in this

section rely on the congestion notifications to ad-

just allocated rates of the flows that contribute to
Edge Router
Initialization:

NONE
Processing:

  IF (CN arrives) {
  Identify flows that travel via k;
  Adjust flow rates according to (7);

  }

Initiali
  Reset 
Process

  IF ((R
Id
T
R

  }

Fig. 4. Naı̈ve rate red
congestion. The first approach, called proportional

rate reduction or naı̈ve method, assumes that the

flows that traverse the overloaded link send traffic

above their fair shares and thus should slow down

proportionally to their RBR. The remaining three
approaches, called simple two-step rate reduction,

2CN two-step rate reduction, and hybrid rate reduc-

tion, rely on consecutive congestion notifications

to estimate the aggregate RBR on the path and

then adjust allocated rates of the flows accord-

ingly. The rate reduction mechanism relies on the

congestion notification messages that deliver the

identity of the congested interface k, its capacity,
Ck, and the estimated arrival rate value, Rk, to

the edge nodes. As before, let symbol Fk denote

the set of flows that contribute to congestion on

interface k, symbol Rf denote allocated rate of

the flow f, and symbols bf and Bf denote minimum

and maximum requested rates of the flow f,

respectively.

3.1.1. Naı̈ve rate reduction method

The naı̈ve method, presented in Fig. 4, assumes

that each flow that contributes to congestion trans-

mits data at a rate higher than its fair share and

thus should slow down. The flows decrease their

allocated rates by an amount that is proportional

to their respective minimum requested rates

(MRR) and the total excess traffic arriving on
the congested interface. Then, assuming that the

allocated rate of the flow is always smaller than

its maximum requested rate, Bf, proportional rate

reduction is defined as follows:

Rf ¼ max Rf � bf
Rk � Ck

Ck ; bf
� �

: ð7Þ
Core Router with congested link k
zation:
timer;
ing:
k > Ck ) AND  (timer >= inter-CN delay)){
entify Edge nodes that transmit over k;
ransmit CN to identified Edge nodes;
eset timer;

uction method.
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The rate reduction method defined by Eq. (7) is

able to eliminate congestion in the network; how-

ever, it may fail to distribute available bandwidth

fairly among individual flows. The naı̈ve method

guarantees fair Bandwidth Distribution only if
the allocated rates of all participating flows are

proportional to their corresponding MRRs.

8f1; f2 2 F k Rf1

bf1
¼ Rf2

bf2
: ð8Þ
3.1.2. Simple two-step rate reduction

The two-step rate reduction techniques estimate

the interface MRR and, based on obtained values,
fairly distribute available bandwidth among indi-

vidual flows. The two-step rate reduction tech-

niques work as follows. Upon the first congestion

notification arrival, the edge nodes adjust allo-

cated rate of their flows using proportional rate

reduction as defined by Eq. (7). If congestion is

not completely eliminated, then a second conges-

tion notification is received after some time. Based
on the arrival rate reported by the second conges-

tion notification, the edge nodes compute the

interface MRR and corresponding allocated rates

of the flows as follows. The superscripts are used

to distinguish between the rate reduction upon

the first and second congestion notification arriv-

als. When the first congestion notification arrives

from overloaded link k, the allocated rate of flow
f is computed as follows:

1Rf ¼ Rf � bf
1Rk � Ck

Ck : ð9Þ

After the first congestion notification, the total

rate decrease observed at the congested interface

k equals the following value:

X
f2F k

bf
1Rk � Ck

Ck ¼ bk
1Rk � Ck

Ck : ð10Þ

Upon the second congestion notification arri-

val, the edge node computes the total rate decrease

and the interface MRR, bk, on congested link k as

follows:

1Rk � 2Rk ¼ bk
1Rk � Ck

k ; ð11Þ

C

bk ¼ ð1Rk � 2RkÞ Ck

1Rk � Ck : ð12Þ

Once the edge router obtains the interface
MRR, it computes the fair share of each flow that

travels through the congested link.

8f 2 F k Rf ¼ Ck b
f

bk
: ð13Þ

The core routers delay generation of the second

congestion notification to ensure that the rate esti-

mation mechanism in the network core detects the

rate reduction caused by the first congestion noti-

fication and converges to an accurate estimation

value of the arrival rate on the interface, reported

in the second congestion notification. The delay

value should be at least the sum of the largest
round trip time between the congested interface

and the edge routers, and the time required by

the core router to obtain an accurate estimation

of the arrival rate on the congested interface.

The rate reduction method described by Eqs.

(9)–(13) is called simple two-step rate reduction

and is shown in Fig. 5.

3.1.3. 2CN two-step rate reduction

If the rate reduction carried out in the first step

is sufficient to eliminate the congestion, then the

second congestion notification is not generated.
In such cases, simple two-step rate reduction may

fail to correctly estimate the interface MRR result-

ing in an unfair distribution of available band-

width. A third method called 2CN two-step rate

reduction enforces generation of congestion notifi-

cations in sets of two, and thus eliminates this po-

tential problem. During congestion, the core

routers that implement a 2CN two-step rate reduc-
tion always generate two congestion notification

messages, even if congestion is eliminated after

the first step. This method is described in Fig. 6.

Since the two-step rate reduction techniques

rely on the approximate value of the arrival rate

at the congested interface, the value of the esti-

mated interface MRR could be different from the

exact value of the interface MRR (the sum of
MRRs of the participating flows). The estimated

interface MRR computation is the same at all

the ingress nodes and thus each flow is transmitted



Edge Router Core Router with congested link k
Initialization:

first_CN =  TRUE;
Processing:

   IF (CN arrives) {
  Identify flows that travel via k;

  IF (first_CN){
Adjust flow rates according to (9);
first_CN =  FALSE;

  }
  ELSE{

Compute interface MRR according to (12);
Adjust flow rates according to (13);

  }
   }

Initialization:
  Reset timer;
Processing:
  IF ((Rk > Ck ) AND
        (timer >= inter-CN delay)){

Identify Edge nodes that transmit over k;
Transmit CN to identified Edge nodes;
Reset timer;

  }

Fig. 5. Simple two-step rate reduction method.

Edge Router Core Router with congested link k
Initialization:

first_CN =  TRUE;
Processing:

   IF (CN arrives) {
  Identify flows that travel via k;

  IF (first_CN){
Adjust flow rates according to (9);
first_CN =  FALSE;

  }
  ELSE{

Compute interface MRR according to (12);
Adjust flow rates according to (13);

}
}

Initialization:
  Reset timer;
  first_CN_gone = FALSE;
Processing:
  IF (((Rk > Ck ) AND  (timer >= inter-CN delay))

OR
       ((timer >= inter-CN delay) AND  (first_CN_gone)) {

  Identify Edge nodes that transmit over k;
  Transmit CN to identified Edge nodes;
  Reset timer;
  first_CN_gone = NOT (first_CN_gone);

  }

Fig. 6. 2CN two-step rate reduction method.
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at a rate proportional to its MRR. However, since

the estimated interface MRR is not equal to the

exact interface MRR value, the resource distribu-

tion mechanism may cause the congested link that

initiated the rate reduction process either to be-

come underutilized or to remain overloaded.

3.1.4. Hybrid two-step rate reduction

To eliminate the above problem, a fourth

method called hybrid two-step rate reduction is

introduced. For each congestion episode the hybrid

two-step rate reduction method counts the number

of CN messages arrived at the edge router. Initially

when the number of CN messages is less than or

equal to two, the flows adjust their allocated rates

the same way as in the 2CN two-step rate reduc-
tion method. This initial rate reduction ensures

that all the ingress nodes compute the same value
of the interface MRR, even though this value

may be inaccurate. Furthermore, it guarantees

that all the flows transmit data at rates pro-

portional to their MRRs, which makes the pro-

portional rate reduction method applicable.

Subsequently, if after the first two CN messages

congestion remains, then the flows use propor-

tional rate reduction to adjust their allocated rates.
Fig. 7 illustrates the idea of hybrid rate reduction

method.

3.2. The rate increase methods

The edge nodes increase allocated rates of the

flows when the path probing reports the presence

of excess bandwidth on the path. The edge nodes
compute the excess bandwidth, EBP, on the path

P as follows:



Edge Router Core Router with congested link k
Initialization:
  CN_count = 0;

first_CN =  TRUE;
Processing:
 IF (CN arrives) {
    Identify flows that travel via k;
    CN_count = CN_count +1;

IF (CN_count > 2){
Adjust flow rates according to (7);

  }
ELSE IF (first_CN){

Adjust flow rates according to (8);
first_CN =  FALSE;     

  }
  ELSE {

Compute MRR according to (12);
Adjust flow rates according to (13);  }

  }

Initialization:
  Reset timer;
  first_CN_gone = FALSE;

Processing:
  IF (((Rk > Ck ) AND  (timer >= inter-CN delay))

OR
       ((timer >= inter-CN delay) AND  (first_CN_gone)) {

  Identify Edge nodes that transmit over k;
  Transmit CN to identified Edge nodes;
  Reset timer;
  first_CN_gone = NOT (first_CN_gone);

  }

Fig. 7. Hybrid rate reduction method.
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EBP ¼ min
k2P

ðCk � RkÞ: ð14Þ

This section describes two approaches for utiliz-

ing excess bandwidth.

3.2.1. Available bandwidth rate increase

In the first method, the edge node increases
allocated rates of the flows proportionally to the

amount of the excess bandwidth available on the

path. This method is called Available Bandwidth

(AB) rate increase. Assuming that link k is the link

that contains the smallest amount of excess band-

width, the edge nodes adjust allocated rate of the

flow f using AB rate increase as follows:

Rf ¼ min Rf þ EBP b
f

bk
;Bf

� �
: ð15Þ

The AB rate increase distributes available band-

width fairly quickly; however, when multiple flows
compete for the same resource and receive results

of the path probing at different times, the AB rate

increase method may lead to unfair Bandwidth

Distribution. Only the flow that probes the path

first is guaranteed its fair share of the excess band-

width. A flow that probes the path after another

flow has already consumed its share of excess

bandwidth may not be able to achieve its fair
share. The probe reply messages generated after

one of the competing flows, say flow F, has already
consumed its share of the excess bandwidth, will

report back an amount of excess bandwidth smal-

ler than that observed by F. Thus, using the AB

rate increase method, the flows that discover and
consume excess bandwidth later may unfairly get

a smaller share of resources.
3.2.2. MRR rate increase

To distribute excess resources fairly, each flow

should increase its allocated rate proportionally

to its MRR, and not to the amount of the excess

bandwidth. We propose an alternative method
for distribution of excess bandwidth called MRR

rate increase. We define the MRR rate increase

method as follows:

Rf ¼ minðRf þ b� bf ;Bf Þ ð16Þ
Symbol b denotes a constant that determines

how swiftly each flow increases its allocated rate.

The MRR rate increase method guarantees a

proper share of excess bandwidth for each flow,

but its performance depends on the value of the
constant b. Selecting constant b to be too small

may lead to a slow convergence to the fair rates,

while choosing constant b to be too large may lead

to an unfair Bandwidth Distribution or even to

congestion in the network. In general, the value

of the constant should be inversely proportional

to the number of flows competing for the excess
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bandwidth. However, this information is not avail-

able to the flows and may vary in each instance of

congestion. We further examine performance of

the rate increase methods through simulation.

3.2.3. Gradual rate increase optimization

As it was argued above, the AB rate increase

method may occasionally lead to unfair resource

distribution, while the MRR rate increase method

may not be usable due to difficulty in finding the

optimal value of b. To remedy these problems,

the edge nodes, instead of distributing all of the ex-

cess bandwidth right after the probe message arri-
val, should gradually increase allocated rates of

individual flows throughout the duration of the

path probing period. For example, let us assume

that an ingress node discovers excess bandwidth

on the path and computes the fair share of excess

bandwidth for its flows to be 60 Kbps. However,

instead of allocating the entire 60 Kbps at once,

the ingress node increases allocated rate of its
flows multiple times by small amounts. For exam-

ple, if the probe period is 6 s and the ingress node

allows the rate increase every 100 ms, then its flows

will receive 60Kbps 100ms
6000ms

¼ 1:0Kbps of excess

bandwidth every 100 ms. This optimization is

called gradual rate increase.

The gradual rate increase boosts the probability

that the probing during the same probe period by
different edge nodes will return similar results.
MRR = 400 Kbps 
T = 110 s
Destination 1

MRR = 200 Kbps
T = 210 s
Destination 2

 MRR = 800 Kbps
T = 160 s

Destination 3

Egress 1

Destin

Ingress 12

Ingress 3

Core 2

Source 1

Source 2

Source 3 Sou

Fig. 8. Simulatio
When the edge nodes employ gradual rate increase

optimization, the core routers observe a smaller ar-

rival rate change over the same period of time as

compared to when the edge nodes allocate all ex-

cess bandwidth at once. We examine the perfor-
mance of the AB and MRR rate increase

methods with and without gradual rate increase

optimization in Section 4.3.
4. Evaluation of the BDS approach

The performance of the BDS approach was
studied using the OPNET Network Simulator

[12]. To simplify the notation, a flow that origi-

nates from source i is denoted as flow Fi. For

example, the flow that originates from Source 1

is denoted as F1 and the flow of Source 2 as F2.

Additionally, links Core 2–Core 5 and Core 5–

Core 3 are denoted as c2–c5 and c5–c3,

respectively.

4.1. Simulation set-up

Fig. 8 presents the network topology and the

flow activation schedule used in our study. There

are four heavyweight video flows in the network:

F1, F2, F3, and F4 that activate at times 110 s,

210 s, 160 s, and 60 s, respectively. All the flows
remain active until the end of the simulation,
MRR = 500 Kbps
T = 60 s
Destination 4

Egress 2

ation 3

Ingress 4

Egress 3
Core 5 Core 3

rce 4

Destination 2

Destination 1

Destination 4

n topology.



Table 1

Optimal resource allocation for example of Fig. 4

Flow name Flow allocated rates during the time periods

[60s, 110s] [110s, 160s] [160s, 210s] [210s, 250s]

F1 0 672 504 432

F2 0 0 0 216

F3 0 0 1008 864

F4 1400 840 1008 864
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which lasts 250 s. Flows F1, F2, F3, and F4 travel

to destinations 1, 2, 3, and 4 and have mini-

mum requested rates of 400 Kbps, 200 Kbps,

800 Kbps, and 500 Kbps, respectively. Each flow

can transmit at maximum rate of 1400 Kbps and

each link in the network is provisioned with

1513 Kbps of bandwidth (e.g., link capacity is

1544 Kbps, 98% of capacity is allocated for the
BDS traffic).

Table 1 shows an optimal resource distribution

for the scenario of Fig. 8. When flow F4 activates

at time 60 s, it is the only flow in the network and

it transmits data at the maximum rate of

1400 Kbps. At time 110 s flow F1 activates and

causes congestion on link c5–c3. As a result, flows

F1 and F4 adjust their allocated rates to 672 Kbps
and 840 Kbps, respectively. At time 160 s flow F3

activates and causes congestion on link c2–c5,

which becomes a new bottleneck for flow F1. After

flows F1 and F3 adjust their allocated rates to

504 Kbps and 1008 Kbps, respectively, flow F4 ob-

serves excess bandwidth on the link c5–c3 and in-

creases its allocated rate to 1008 Kbps. Finally,

flow F2 activates at time 210 s causing congestion
on links c2–c5 and c5–c3. At first the flows adjust

allocated rates to their fair shares on the corre-

sponding bottleneck links as follows: F1 gets

432 Kbps, F2 is allocated 216 Kbps, F3 acquires

688 Kbps, and F4 obtains 864 Kbps of available

bandwidth. However, flow F3 observes that its

bottleneck link is underutilized and increases its

allocated rate to 864 Kbps.

4.2. Evaluation of resource management in the BDS

The simulation scenario of Fig. 8 was divided

into four time periods based on the flow activation

times. To evaluate performance of the BDS re-
source management mechanism, we examined re-

source allocation during each of these time

periods. Table 1 shows optimal allocated rates of

the flows during each time period. An optimal

allocated rate of a flow is the amount of band-

width the flow should receive according to the

resource management mechanism defined in Sec-

tion 2.4. To compare the performance of the
proposed rate reduction and rate increase mecha-

nisms, we define a new metric called degree of fair-

ness. The degree of fairness at time t for flow f is

computed as the ratio between the allocated rate

Rf(t) and the optimal allocated rate Rf
OPTðtÞ, and

is adjusted so that the degree of fairness values

always fall between 0 and 1. The values of the allo-

cated and the optimal allocated rates are always
non-negative.

DF f ðtÞ ¼
1� 1� Rf ðtÞ

Rf
OPT

ðtÞ

����
����; if Rf ðtÞ

Rf
OPT

ðtÞ
< 2

0; otherwise

8><
>: : ð17Þ

The degree of fairness is a statistic that shows

how fairly the resources have been distributed at

a particular point in time. High degree of fairness

values (e.g., 0.95–1.0) correspond to a situation

where resources are distributed fairly and the allo-

cated rates of the flows converge to corresponding
optimal rates. Small degree of fairness values cor-

respond to a situation when resources are not dis-

tributed fairly and the allocated rates of the flows

diverge from the corresponding optimal rates. To

compare the performance of the rate reduction

methods directly, the degrees of fairness of all

the active flows during a particular time period

are averaged. The value thus obtained is called
the average degree of fairness.
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4.3. Evaluation of the resource management

mechanism

This section examines the performance of the

rate reduction and rate increase mechanisms.
More specifically, we compared the performance

of the individual rate reduction methods, exam-

ined the influence of the inter-CN delay on the per-

formance of the best rate reduction method,

evaluated and compared the performance of the

rate increase methods, and finally examined link

utilization in the network. The simulations were

configured with the MRR increase method and a
probe period (e.g., delay between consecutive peri-

odic probes) of 2 s. When using the proportional

rate reduction method the inter-CN delay was set

to 0.5 s, while the other methods were configured

with the inter-CN delay of 2.0 s.

4.3.1. Evaluation of the rate reduction methods

Fig. 9 presents a comparison between the aver-
age degrees of fairness for each of the rate reduc-

tion methods. The ‘‘dips’’ in the degree of

fairness curves correspond to the events of flow

activation and subsequent initiation of the rate

reduction process. Initially, all the rate reduction

methods have an average degree of fairness close

to 1, because only flow F4 is active in the network

and as a result, the edge node Ingress 4 computes
the initial allocated rate without the help of the re-

source management mechanism.

As Fig. 9 shows, the naı̈ve rate reduction meth-

od performs on average the worst, because it
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Fig. 9. Comparison of the rate reduction
distributes resources without estimating the

aggregate MRR on the congested link. When

using the simple two-step rate reduction method,

the edge routers may adjust transmission rates

so that congestion is eliminated after the first
notification and as a result no second congestion

notification is generated. Subsequently the edge

nodes do not estimate the aggregate MRR on

the congested link causing the simple two-step

rate reduction method to perform as poorly as

the naı̈ve method. This event is illustrated during

the time period [160, 210] when the average de-

gree of fairness of the simple two-step rate reduc-
tion method is smaller than that of the naı̈ve

method.

Both the hybrid and the 2CN rate reduction

methods were the best out of the four examined

methods. However, the 2CN rate reduction method

often requires slightly more time to converge than

the other rate reduction methods. This happens

because the 2CN rate reduction method goes
through multiple rate reductions before it can

compute an accurate enough value of the interface

MRR. The hybrid method does not suffer from

this deficiency because after the initial rate reduc-

tion it uses the proportional rate reduction method

to adjust allocated rates of the flows. This phe-

nomenon is clearly illustrated during time periods

[110, 160] and [210, 250] seconds, where the 2CN
method converges to optimal values much slower

than the hybrid method. However, after the initial

round of reduction, the average degree of fairness

of the 2CN method was already above 0.9 even
165 190 215 240
conds)

Naive Method

Simple 2-Step  Method

2CN 2-Step Method

Hybrid 2-Step Method 

methods during [0, 250] time period.
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though the method was still converging to optimal

values.

4.3.2. Degree of fairness vs. inter-CN delay

Overall, the simulation results showed that the
hybrid 2-step rate reduction method is the most

stable and the most reliable of all rate reduction

mechanisms. To further study the hybrid rate

reduction method the inter-CN delay was varied.

Figs. 10 and 11 show collected results of this study.

As Figs. 10 and 11 show, when configured with

small inter-CN delay (e.g., 1.0–1.4 s), the hybrid

rate reduction method often fails to converge to
optimal resource distribution and estimates the

interface MRR inaccurately. On the other hand,

the hybrid rate reduction method performs much

better when configured with larger inter-CN delay

(e.g., 1.6–2.0 s). The inter-CN delay influences the

accuracy of the reported arrival rate on a con-

gested interface and thus impacts the accuracy of

the estimated interface MRR.
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Small value of the inter-CN delay causes the

core routers to generate the second congestion

notification message shortly after the first one.

As a result, the results of the first rate reduction

may not have propagated into the network core
yet and the rate estimation mechanism may not

have enough time to converge to the accurate val-

ues. This in turn causes the second congestion

notification to report inaccurate values of the arri-

val rate on the congested link, resulting in the edge

nodes computing the interface MRR incorrectly.

On the other hand, large values of the inter-CN de-

lay may unnecessarily suspend the rate reduction
process, degrading the response time of the con-

gestion control.

The inter-CN delay directly depends on the

propagation delay between the edge nodes and a

corresponding congested link and on the conver-

gence time of the rate estimation mechanism,

which is usually an order of magnitude larger than

the propagation delay. Thus, the inter-CN delay
190 215 240
seconds)

nter-CN delay (0.8–1.4 s).

190 215 240
(seconds)

nter-CN delay (1.6–2.2 s).
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should be primarily computed based on the con-

vergence time of the rate estimation mechanism.

Overall, collected results suggest that the inter-

CN delay should be large enough to allow the core

nodes to accurately estimate arrival rate and at the
same time it should be small enough so as not to

slow down congestion control.

Evaluation of the rate reduction mechanism

indicates that the performance of the BDS ap-

proach greatly depends on the precision of the rate

estimation mechanism. Thus, a more accurate rate

estimation mechanism in the network core may

allow the boundary nodes to achieve an optimal
resource distribution much faster.

4.3.3. Evaluation of the rate increase methods

To evaluate performance of the rate increase

mechanism the scenario of Fig. 8 was slightly mod-

ified. The simulation was executed for 310 s in-

stead of 250, and at time 250 s flows F1 and F4

were simultaneously terminated. As a result, flows
F2 and F3 discover excess bandwidth on the paths

to their respective destination and started increas-

ing their allocated rates.

As expected, simulation results showed that the

AB rate increase method distributes available

bandwidth fast, but it causes the bandwidth alloca-

tion to be unfair. Since the path probing phases are

not synchronized among individual edge nodes,
they can report the characteristics (e.g., amount

of excess bandwidth) of the same route to be differ-

ent. As a result, the available bandwidth rate

increase method is unable to distribute excess

bandwidth fairly among individual flows because
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Fig. 12. Comparison of the
the path probing phase of each edge router reports

a different amount of resources available on the

path. On the other hand, the MRR rate increase

always distributes available bandwidth fairly but

it could be hard to deploy because of the difficulty
selecting an optimal value of the MRR rate in-

crease constant b.
Fig. 12 compares the average degree of fairness

of the MRR and AB rate increase methods with

and without the gradual rate increase optimiza-

tion. The results presented in Fig. 12 were col-

lected for the following network configuration:

the MRR rate increase method constant b is set
to 0.08, the edge nodes probe the network every

6 s and increase allocated rates of the flows every

100 ms. Since one of the main disadvantages of

the MRR increase method is difficulty of finding

the value of b we conducted a set of simulations

that compared performance of the MRR rate in-

crease method for different values of b. Simulation

results suggested that the MRR rate increase
method performs the best when b = 0.08.

As Fig. 12 shows, the AB gradual rate increase

method performs better than all the other meth-

ods. It stabilizes at time 273 s and its average de-

gree of fairness reaches 0.97. Although the

average degree of fairness of both MRR rate in-

crease methods also reaches 0.97, their conver-

gence time is much longer. The MRR rate
increase methods with and without the optimiza-

tion complete their excess Bandwidth Distribu-

tions at times 283 and 288 s, respectively. Finally,

the average degree of fairness of the AB rate in-

crease method reaches only 0.91 which signifies
280 290 300
ime (sec)

AB rate increase

AB gradual rate increase

MRR rate increase

MRR gradual rate increase

rate increase methods.
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that the AB method may fail to distribute excess

bandwidth fairly without the gradual rate increase

optimization. Thus, the AB gradual rate increase

method combines the advantages of the AB and

MRR rate increase methods and is able to fairly
distribute excess bandwidth without the need to

guess an optimal value for constant b.

113 164 213 214 222 230

Time of Congestion Episode(sec)

Fig. 14. Excess traffic during each congestion occurrence.
4.3.4. Link utilization

Finally, let us examine performance of the re-

source management mechanism of the BDS ap-

proach in terms of the link utilization. Fig. 13

displays utilization of the bottleneck links c2–c5
and c5–c3 for the scenario of Fig. 8. As expected,

during the time period [60, 110] seconds the bottle-

neck link c2–c5 is not fully utilized because only

flow F4 is active in the network. Since flow F4

transmits at its maximum rate of 1.4 Mbps, which

is smaller than the link capacity, link c2–c5 is not

completely utilized. However, throughout the rest

of the simulation the bottleneck links c2–c5 and
c5–c3 are utilized close to 100%. Thus, these simu-

lation results support our belief that the resource

management mechanism, which consists of the

rate reduction and rate increase mechanisms, tends

to maximize throughput in the network.
4.4. Evaluation of congestion control

To evaluate the BDS congestion control mech-

anism, we examine the timetable of congestion

occurrences using hybrid rate reduction method

for the simulation scenario presented in Fig. 8

and Table 1. As it was mentioned in Section 4.1,
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Fig. 13. Utilization of lin
this simulation scenario has four distinct time peri-

ods determined by the schedule of flow activations,

which are the primary cause of congestion. Fig. 14

identifies each congestion occurrence and shows

the amount of excess traffic arriving at the con-

gested link.
As Fig. 14 shows, congestion occurs only

around flow activation time. More specifically,

flow F1 enters the network at time 110 s causing

congestion on link c5–c3. At around time 113 s,

core router c3 identified congestion and notifies

edge routers Ingress 12 and Ingress 4 that it has

about 1287 Kbps of excess traffic arriving on link

c5–c3. Similar situation occurs when flow F3 acti-
vates at time 160 s causing congestion on link c2–

c5. At around time 164 s, core router c5 identifies

congestion and notifies edge routers Ingress 12 and

Ingress 3 that it has about 540 Kbps of excess traf-

fic arriving on link c2–c5.

When flow F2 activates at time 210 s it causes

congestion on links c2–c5 and c5–c3. However,

since flow F2 first travels over link c2–c5 and only
then over link c5–c3, router c5 estimates a larger
50 175 200 225 250
 (seconds)

Link C2-C5
Link C5-C3

ks c2–c5 and c5–c3.
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amount of excess traffic on link c2–c5 than router

c3 on link c5–c3. As a result, c5 identifies conges-

tion and notifies corresponding edge routers sooner

than router c3. Subsequent congestion occurrences

that happen at times 222 and 230 s were the results
of estimation errors. In both cases the amount of

excess traffic was very small and it did not cause

any noticeable performance degradation in the

network.

We further examined the BDS congestion con-

trol mechanism by studying the correlations be-

tween the amount of excess traffic on the

congested link and the time required by the core
nodes to identify congestion. We also examined

the time needed by the hybrid rate reduction meth-

od to respond to congestion. Fig. 15 presents the

collected results.

Fig. 15(a) shows the time needed by the core

routers to identify congestion while Fig. 15(b)

shows the time to eliminate the congestion. As

Fig. 15(a) shows, the time required by the core
routers to identify congestion is inversely propor-

tional to the amount of excess traffic on the con-
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Fig. 15. Influence of excess traffic on BDS congestion control.

(a) Excess traffic vs. time to identify congestion, (b) excess traffic

vs. time to eliminate congestion.
gested link. Since congestion is a function of

arrival rate, the time needed by the rate estimation

mechanism of the core routers to identify conges-

tion is influenced by the amount of excess traffic.

Core routers need less time to identify congestion
if the amount of excess traffic arriving on the con-

gested link is large. On the other hand if the

amount of excess traffic is fairly small, the core

router may often require more time to identify

congestion due to rate estimation errors. Clearly,

the rate estimation mechanism is one of the pri-

mary parameters that influences response time of

the BDS congestion control. Currently, we are
examining alternative methods to estimate the ar-

rival rate faster and more accurately.

As Fig. 15(b) shows, response time of the

hybrid rate reduction method remains constant

regardless of the severity of congestion. It takes

slightly more than 2 s for the hybrid method to re-

spond to congestion (e.g., to estimate the aggre-

gate RBR on the congested link and to adjust
transmission rates of individual flows accordingly).

The 2-s delay required to eliminate congestion cor-

responds to the value of the simulation parameter

inter-CN delay that was set to 2 s. Thus, based on

the results presented in Fig. 7, if the core routers

set the inter-CN delay to 1.6 s then they will still

achieve fair resource distribution while eliminating

congestion much faster.
In summary, our simulation results suggest that

the BDS is capable of providing satisfactory con-

gestion control. However, it may require a few sec-

onds (dependent on the value of inter-CN delay) to

fairly distribute available resources and to elimi-

nate congestion in the network. Overall, the re-

sponse time of congestion control and the BDS

as a whole, directly depends on the effectiveness
of the rate estimation mechanism (e.g., how fast

the rate estimation mechanism converges) because

it determines the value of the inter-CN delay.

Thus, a more sophisticated rate estimation mecha-

nism, that swiftly and accurately estimates the

arrival rate, may significantly improve the conges-

tion response time of the BDS approach. In addi-

tion, other methods that do not rely on the rate
estimation algorithm for discovering congestion

and can determine that the link became over-

loaded faster will significantly reduce the time re-
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Fig. 16. The overhead of the RDF protocol. (a) Bits overhead, (b) packets overhead.
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quired by the BDS approach to eliminate
congestion.

4.5. Control load overhead

The control load overhead caused by the RDF

protocol is the ratio between the amount of con-

trol data and the total amount of data generated

in the system. The overhead of the Bandwidth Dis-
tribution Scheme was computed in terms of the

number of packets and the number of bits gener-

ated in the system. Fig. 16 shows how the over-

head varies with the change of the path probing

period.

Overall, for a simple scenario of Fig. 8 the RDF

protocol performs well and does not incur a

noticeable amount of overhead. However, to draw
conclusions about the RDF protocol�s overhead, a
further study of the BDS model under more realis-

tic network conditions is needed.
5. Discussion and related work overview

Most of the current architectures that support
QoS in the Internet have emerged from various

proposals by the Internet Engineering Task Force

(IETF). In 1994, the IETF introduced Integrated

Services [2] architecture, followed by the Differen-

tiated Services [1] model in 1998. Although both of

these approaches address the same problem of

supporting quality of service in the Internet, they

are different in terms of implementation and pro-
vided services. Integrated Services provides end-
to-end guarantees on a per-flow basis, while Diff-

Serv attempts to provide end-to-end guarantees

based on per-hop assurances for a small set of pre-

defined traffic classes. At the implementation level,

Integrated Services requires per-flow management

in the network core, while the Differentiated Ser-

vices model employs a network architecture that

pushes per-flow management to the network
edges.

The Bandwidth Distribution Scheme (BDS) de-

scribed in this paper attempts to combine the

advantages of the Integrated and Differentiated

Services models by providing a framework for

scalable support of per-flow bandwidth guaran-

tees. The edge nodes in the BDS network manage

per-flow information while the core routers deal
only with the traffic aggregates. This paper intro-

duces a novel approach for approximating aggre-

gate flow requirements and then using this

information for distributing available bandwidth

among individual flows. The BDS employs a com-

bination of periodic probing and explicit network

feedback to estimate the aggregate information

which is used by the edge nodes for per-flow band-
width management and congestion control.

The idea of using explicit network feedback for

dynamic rate and congestion control is not new. In

particular, the Explicit Congestion Notification

(ECN) extension to IP [16] uses binary feedback

to notify ECN-capable transports about conges-

tion occurrences. Unlike the ECN extension, the

network feedback in the BDS model not only
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notifies the edge routers about congestion but also

carries additional information such as the arrival

rate on the congested link. A similar idea is used

in ATM networks for Available Bit Rate (ABR)

congestion control [10], where the feedback carried
by the resource management cells also includes

rate information. However, the ABR congestion

control relies on per-flow information stored in

the network core and tries to achieve utilization

goals first and only then seeks fairness. In contrast,

the BDS model does not store per-flow informa-

tion in the network core and relies on arrival rate

feedback to estimate fair shares of individual
flows. Furthermore, the BDS approach tries to

achieve utilization and fairness goals simulta-

neously: the edge nodes compute the fair shares

of individual nodes so as to consume all bandwidth

allocated for BDS traffic, and in the presence of

excess bandwidth individual flows increase their

transmission rates so as to preserve fairness. The

Explicit Control Protocol (XCP) [11] generalized
the ECN proposal by sending additional informa-

tion about congestion. XCP also does not require

per-flow information in the network core. How-

ever, unlike BDS, XCP is not a rate-based but a

window-based protocol that separates utility con-

trol from the fairness control.

The BDS approach is designed primarily for

support of per-flow bandwidth guarantees. A sim-
ilar feedback-based idea of providing dynamic

per-flow bandwidth allocation for elastic traffic

sources called simple rate control algorithm was

introduced in [9]. A traffic source is called elastic

if it does not require a fixed rate and can adjust

its transmission rate as needed. Unlike BDS, the

boundary nodes in the simple rate control algo-

rithm employ knowledge of the level of network
congestion and the user utility functions to deter-

mine a fair resource distribution among elastic

sources. The end users obtain the level of conges-

tion through the explicit acknowledgements (ACK)

that carry the number of congested links on a par-

ticular path.

The Stateless-Core approach [14] provides an

interesting solution for supporting per-flow QoS
without keeping per-flow information in the net-

work core. The main idea of this scheme relies

on the Dynamic Packet State (DPS), where control
information is carried in the IP header of the data

packets [15]. The routers use the DPS information

to provide per-flow guarantees without maintain-

ing per-flow state in the network core. The main

difference between the BDS and Stateless-Core
models is in the mechanisms used to distribute re-

sources among individual flows. In the Stateless-

Core approach, the core routers provide per-flow

rate allocation via a FIFO queue with probabilistic

drop, where the probability of dropping a packet is

a function of the estimated rate carried in the

packet�s header and the fair share at that router

which is estimated based on measurements of the
aggregate traffic [14]. Such approach requires addi-

tional processing of each data packet at the core

routers and causes wasteful usage of network re-

sources by the packets that travel through the net-

work but are dropped before reaching their

destination. On the other hand, the BDS model

adjusts transmission rates at the network edges,

which avoids these deficiencies. However, adjust-
ment of per-flow rates in the core has an advantage

of not being subject to the propagation delay of

the notification messages and the delay required

to estimate the aggregate requirements as in the

BDS model. Another disadvantage of the State-

less-Core model is its inability to distribute excess

bandwidth due to use of the upper bound of the

aggregate reservation for admission control, which
could possibly lead to network underutilization

[14]. On the contrary, the BDS approach fairly dis-

tributes excess bandwidth and maximizes network

throughput. However, current version of the BDS

model does not have the admission control which

could lead to violation of per-flow guarantees in

under-provisioned networks.

Similarly to the simple rate control algorithm
[9], the BDS approach can be used to support

bandwidth guarantees and is most suitable for

elastic sources that can tolerate and benefit from

frequent changes of the allocated rates. FTP and

video flows are examples of such elastic traffic.

The main advantages of the BDS approach are

its ability to eliminate congestion while maintain-

ing high link utilization, fairly distributing avail-
able resources in the event of congestion, and

fair sharing of the leftover excess bandwidth as

shown in Section 4.2. Another significant advan-
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tage of the BDS approach is its simplicity. The

RDF protocol used in the BDS appears not to

cause scalability concerns and does not incur sig-

nificant overhead as shown in Sections 2.6 and

4.2, respectively.
However, simplicity of the BDS comes at the

cost of slow convergence to optimal resource dis-

tribution as shown in Section 4.2. In addition,

the current version of the BDS architecture does

not have admission control and all flows that re-

quest to enter the network are admitted. The lack

of admission control reduces processing complex-

ity at the edge routers but it may lead to violation
of bandwidth guarantees, especially in under-pro-

visioned networks. To implement admission con-

trol within the BDS architecture, the edge nodes

should possess knowledge of the interface MRR

values on the new flow�s path. However, this infor-

mation is not maintained anywhere in the network

and can be obtained only during congestion and

only if the edge router has traffic traveling on the
congested path. Thus, the edge nodes that have

no traffic traveling on a particular path may have

no information about interface MRR values on

that path, which makes addition of admission con-

trol mechanism to the BDS approach a difficult

problem. We examined a modification of the

BDS architecture that allows introduction of

admission control in [7,8].
Another important issue is the stability of the

BDS approach. We consider the BDS network to

be stable if it can return to its steady state (e.g.,

all flows in the network are allocated their fair

shares of bandwidth) after such network events

as congestion or presence of excess bandwidth.
Table 2

Summary of the BDS characteristics

Advantages

Simplicity: relies on simple RDF protocol and simple

processing in the network core

Congestion control: eliminates congestion in the network

Maximizes throughput: keeps the bottlenecks link in the

network completely utilized

Resource management: provides fair resource distribution

in the event of congestion

Low overhead: the path probing phase of the RDF

protocol causes a low overhead
Currently we are investigating the problem of sta-

bility of the BDS approach. Table 2 provides a

summary of the BDS characteristics.

In this paper we made a number of assumptions

about the BDS network environment. In particu-
lar, we assumed that the RDF protocol is reliable

and that the control packets cannot be lost. How-

ever, we are planning to examine this issue (e.g.,

how the control packet loss influences the BDS

performance) in future work. In addition, we as-

sumed that the underlying routing protocol takes

care of all the routing issues, does not cause rout-

ing loops, and that the routes in the network re-
main static. Currently, we are studying the BDS

performance in the network where these assump-

tions are eliminated.
6. Conclusions and future work

In this paper we presented a novel approach for
estimation of the aggregate resource requirements

that enables support of scalable, per-flow, dynamic

resource distribution. The Bandwidth Distribution

Scheme is capable of eliminating congestion while

maximizing network throughput. In this paper, we

presented and evaluated four techniques for fair

distribution of available resources among individ-

ual flows during congestion. Furthermore, we
examined two mechanisms that allow competing

flows to fairly share leftover excess bandwidth.

However, we also discovered that in the absence

of congestion, the BDS is unable to fairly distrib-

ute resources among individual flows. In addition,

the lack of admission control makes it difficult to
Disadvantages and improvements

No admission control: no minimum rate per-flow guarantees

in current version

Inefficient: slowly converges to optimal resource distribution

Rate estimation: a more sophisticated rate estimation

mechanism may improve overall performance

Alternative means for congestion detection: can reduce the

time required to eliminate congestion

Stability: stability of the BDS approach is being investigated
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extend the BDS approach to support absolute

bandwidth guarantees.

However, despite these deficiencies, our study of

the BDS approach provided a valuable insight into

the problem of dynamic per-flow resource distribu-
tion. Furthermore, based on this study we believe

that the BDS architecture with addition of a mech-

anism that delivers the aggregate RBR under all

network conditions can provide support for scal-

able per-flow QoS through fair, dynamic resource

distribution implemented at the network bound-

aries. Currently, we are investigating amodification

of the presented BDS model, where the aggregate
resource requirements are explicitly maintained in

the network core. Such a modification allows the

edge routers to implement admission control and

to distribute available resources under all network

conditions [7,8]. In addition we are examining the

problem of BDS deployment into the Internet,

and in particular, the issue of dealing with traffic

that travels through multiple network domains.
We are also examining the issue of the BDS influ-

ence on TCP traffic and planning to extend the

BDS framework to a mobile environment.
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