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end-user with an adequate level of service quality. FTP is an
ABSTRACT example of such an application; it tolerates variation in the

The current best_ effort a_pproach t(_) quality of service in t.he '”te"_‘Qiownloading speed but can use as much bandwidth as the net-
can no longer satisfy a diverse variety of customer service requirgys ik can provide. Multimedia applications are another example
ments, and that is why there is a need for alternative strategies. Whaftapplications that can benefit from the LDS. Such applications

the Internet needs is a mechanism for providing a fine-grained pe bel . . b h
flow quality of service that does not cause network congestion an nnot operate below certain transmission rates because the

keeps overall link utilization high. In this paper we introduce an effi-quality of the picture or sound becomes unrecognizable; how-
cient, fast and scalable load distribution mechanism, which fairlgver, they can tolerate variation of the allocated bandwidth as

distributes available resources among the flows based on their f®ng as the quality of arriving data is acceptable to the receiver.
source requirements. The proposed load distribution scheme (LDS) isThe rest of this paper is organized as follows. Section 2 pro-
implemented through a message exchange protocol which maintaigiies definitions of fairness that we examine in our paper, while
high link utilization while incurring low overhead. We evaluate thegection 3 describes the message exchange protocol used in the
LDS and compare two faimess mechanisms introduced within théns - Section 4 presents simulation results and in Section 5 we
LDS framework simulations with OPNET. discuss scalability issues and examine the problem of providing
Keywords: Quality of service, dynamic admission control, load dis- per-flc_)w QoS within the LDS_framework' S_eCt'on 6 provides a_n
tribution, network feedback, fair rate distribution overview of the related work in the area. Finally, we conclude in
Section 7 with possible future directions.

1. Introduction.
The “one service for all” model used by the current Interneg. Fairness Definitions
can no longer satisfy the multitude of customer requirements. In order to determine a permissible sending rate of a flow,
What the Internet needs is a scalable mechanism for providiggch boundary node maintainRequested.oadRange RLR =
a fine-grained per-flow quality of service that does not caus&. B), for the flows that enter the network domain through it. A
congestion in the network and keeps overall utilization of thdow’'s RLRconsists of two values: a minimum rate below which
links high. We believe that one of the best ways to achieve thi§e flow cannot operate normally, and the maximum rate that
goal is to introduce a load distribution scheme (LDS) at théhe flow can utilizeB'. The flow's sending rateR, is limited by
network boundaries. Such a scheme would cause the ingrdB§ flow's RLR and lies within this requested range. Throughout
nodes to adjust their sending rates based on the congestmﬁ’ paper we will often refer to numerous definitions of the RLR
level in the network. aggregates. To avoid potential confusion we define these aggre-
In this paper we introduce a fast, efficient, and scalable loa@ates as follows.
distribution mechanism that fairly distributes available re- In addition to the flow RLRs, each ingress node keeps track of
sources among the flows based on their resource requiremerifte path RLRs The path RLR (b", B"), or the RLR of the in-
The LDS is based on the idea that during congestion, an ovedtess nodé on the patP is a load range whets” corresponds
loaded interface notifies the ingress nodes that contribute #6 the sum of the minimum requested rates of the flows that
the congestion asking them to reduce their transmission raté¥jiginate from the ingress nodeand traverse the path while
Upon receiving congestion notification message, the ingredd is the sum of the corresponding requested maximum rates.
router computes its new share of the bandwidth on the ovedsingf — P to indicate that flow traverses patR, we define the
loaded interface and distributes it among individual flows. Wedath RLR as follows:
assume a well-provisioned network where each traffic source b" = Z:bf B” = Zpr (1)
can transmit its data at the minimum requested rate without = =
causing congestion. The proposed LDS guarantees that eacipimilarly, we defineinterfaceandaggregated interfac®LRs
flow receives at least its minimum requested amount of bandPr the core router interfaces. Theterface RLRof interfacek
width, while any additional resources are shared among d®r the ingress node (b¥, BY), is the sum of the path RLRs of
flows in a fair manner. The LDS is implemented using a meghe ingress nodg subject to the condition that the paths include
sage exchange protocol which maintains high link utilizatiorinterfacek”.
and while incurring low overhead.
The LDS is most beneficial to applications that can tolerate

variation of their transmission rate while still providing the * We will usually use an upper-case letter (E)gior a path and a lower-case
letter (e.gk) for an interface to avoid confusion between (1) and (2).




bk = ;bf' B = %Bi*’ ) unknown. The probe messages collect the current arrival rate of
K the traffic and the aggregated interface RLR for each traversed

kFiDa”y, the aggregated interface RLRf interfacek, (0 link. The probe messages are generated either periodically or
BY), is the sum of its interface RLRs for all ingress nodes.  when a new flow is activated. Periodic probing is used to deter-
b = Zblk BX = )3 BY (3 mine if the ingress node can increase its sending rate on the path,

. while the probing caused by the flow activation determines if the
Ingress nodes obtain the flow RLRs from the service levahew flow can be admitted into the network.
agreements established with the user, and they compute thendmission of a newly activated flow into the network or a
path RLRs based on these values. Each core interface obtafiesv termination initiates the second phase called RieR
interface RLRs from the ingress node’s advertisements anghangephase. The purpose of this phase is to update the inter-
computes an aggregated interface RLR. Ingress nodes maface RLRs along the flow's path. If the admission of the new
tain information about individual flows (e.g. flow's RLR) and flow causes congestion anywhere along the path, then the in-
their corresponding paths (e.g. path RLRs), while the corgress node initiates the third phase, catleel Rate Reduction
routers maintain only per-ingress node information (e.g. intefPhase During the third phase congested interfaces notify corre-
face RLRs). A more detailed overview of the data structuresponding ingress nodes to slow down.
maintained in the ingress and core nodes is provided in [4]. The message exchange protocol uses the following types of
Congestion notification messages which are sent by a comessages. During the first phase, ingress nodes generate PROBE
gested core interface to ingress nodes, carry intefadag- messages and receive results of the path probing in
gregated interface RLRs. These values allow ingress nodespROBE_REPLY messages. During the second phase, ingress
calculate their fair shares and then compute sending rates fades advertise RLR changes using RLR_CNG messages. CN
their flows. In this paper we examine two definitions for com-and CN_CORE messages are used during the rate reduction
puting an ingress node’s fair share. The first definition, whiclphase to convey information about congested interfaces to the
we call proportional computes the fair shares¥, of the in- ingress and core nodes respectively.
gress node proportionally to the minimum value of its inter-

face RLR on the congested interface A. The Path Probing Phase
. b . b The purpose of the path probing is to learn the current arrival
Fs' = m'“E)ik +(c* -b* )bT By Ez mmE:" o BikE (4) rate and the aggregated interface RLR at each link on the path of

K- ) . ) interest. The probe messages are generated by an ingress node
where C" is the capacity of the outgoing link on interfdce gjther periodically or due to the activation of a new flow, and are
Thus according to equation (4), each ingress node receives }ig,cessed by all core routers on the path to the specified egress
share of the interface’s capacity prqportionally to its miniMUNhode. When a core router receives a PROBE message, it re-
requested rate on the congested interface. The fair sharegfyes from its local data structures information about the inter-
each flow that contributes to the congestion is computed iNf@ce on which the probe message will depart. The retrieved in-
similar way. Furthermore, the fair share of the oS, is  formation consists of the IP address of the interface, estimated
also proportional to its minimum requested rate on the Cofyta| arrival rate, capacity, and an aggregated interface RLR.
gested interface: This information is stored in the body of the probe message, and
s’ :min%kbf BfE ®) the message itself is forwarded further along the path. The
k? PROBE_REPLY that carries collected path information from the

The second definition of faimess computes the fair share &9ress node back to the ingress node does not require any addi-
an ingress node proportionally to the difference between trienal processing by the core routers. .
maximum and the minimum requested rates. We call this fair- Information collected by the probe is used to update the path
ness definition amaximizing utility faimessThus, the fair state information at the ingress node. Each ingress node main-
share on congested interfacef ingress nodé and of flowf tains three tables: #fow table, apath table, and afnterfaceta-

is computed as follows: ble. The flow table contains information such as the flow RLR,
KoLk the current sending rate, and the destination address of each in-
FS* :min%k +((:k —bk)Bik _b'k ,Bik% (6) dividual flow. The path table contains information about each
B*-b path that is being traversed by the traffic originating from this
.. [y . .\B'-b" _, @) ingress node. The path table entry contains the ordered list of the
FS = mm%n +(Fs*-b )Bk 5B % interfaces that belong to the path and the list of the flows that

travel on this path. Information about each interface of the path
is maintained in the interface table. An interface table entry con-
3._ The message exchange protocol tains such information as the IP address of the interface, the total

The message exc_hange protocol consisf[s of th_ree diStinﬁFrivaI rate, capacity, and an aggregated interface RLR.
phases. During the first phase, calfeedh probing the ingress 506 the internal tables are updated, the ingress router exam-

node attempts to 'eaF” about the current state of a pa_th Ofiffss the cause of the PROBE generation. If it was a periodic
learn the path itself if the route to the flow's destination Sorobe, then the ingress node examines the path information in



order to determine if there is excess bandwidth available aine RLR_CNG message. We will ukdgo denote this interface.
the path. If the probe was generated due to flow activatiof,he ingress node that requested the RLR change will be called
then the ingress node calculates the new flow's permissiblbe initiator. The Rate Reduction Phase consists of two distinct
rate and initiates the RLR change phase. Details regardirggeps: (l) identify the ingress nodes that should be notified to
computation of the available resources on the path and nestow down, and (Il) generate congestion notification messages.
flow's rate can be found in [5]. They were omitted due to

space limitations. I. ldentifying ingress nodes that should slow down.
The core router identifies the sdf that consists of ingress
B. The RLR change phase nodes that send traffic through interfdceThe setUy is then

The ingress node initiates the RLR change phase upon flogivided into two subsets, "' and U,%"**, calledindirect and

activation or termination. The RLR_CNG message generatedirect notification setsrespectively. Ingress nodes whose traffic
due to flow activation is always preceded by the path probingrrives on the same incoming link to interfdcas traffic from
phase, during which the ingress node computes the senditig initiator belong tdJ,"*"**, while the remaining ingress nodes
rate of the new flow and determines if such a rate increase whielong to the sdy, "= U, - U/,

cause congestion anywhere on the path. The ingress node con-

siders an interfac& to be congested if the new flow's rate IngressA ~_Cl ______ 2 ______ C3 ____  EgressE
causes the total arrival rate on the interface to be larger thenits ..., O= = -

capacity:A'+ R* > C¥,

If addition of a new flow causes one or more interfaces on
the path to become congested, the ingress node identifies the
interface that will initiate the rate reduction process. Such an Figure 1 shows an example of how these sets are being se-
interface should satisfy two conditions: it should be congestelécted. The initiator A causes congestion on the inteKadehe
and it should be located the smallest number of hops awa®pre router C2. The skk consists of A, B, and C, because their
from the destination along the flow's path. The second condiraffic reaches interfack through link C1-C2. The indirect noti-
tion allows aggregation of congestion notifications because tHigation set,U,", contains ingress nodes A and B and the di-
rate reduction process works opposite to the flow of traffic omiect notification set),""* contains only ingress node C.
the path. Ingress nodes that belong to the indirect notification set may

Once the interface that will initiate the rate reduction procpotentially cause congestion not only on the current inteace
ess is identified, the ingress node generates the RLR_CN®it also possibly on other upstream interfaces that their traffic
message and forwards it on the path. The RLR_CNG contaiis®ares with the initiator’s traffic. Thus, to avoid dealing with
the RLR and the sending rate of the new flow, and the identitjultiple congestion notifications and to reduce the overall num-
of the interface that will initiate the rate reduction process. Iber of control messages, the core routers aggregate information
there is no congestion on the path or if the RLR_CNG mesbout the ingress nodes that belong to the indirect notification
sage is generated due to the flow termination, then the integet. This information is carried in a CN_CORE message to the
face identity field is empty. When a core router on the flow'supstream nodes.
path receives this message, it updates its interface RLR andBy contrast, traffic from ingress nodes that belong to the direct
the estimated arrival rate on the outgoing interface. The comotification set does not influence the congestion situation up-
router initiates the rate reduction process if the identity of itstream but it does contribute to the congestion in the current in-
outgoing interface is included in the RLR_CNG message. terfacek. Thus, these ingress nodes are directly notified to re-

The RLR change message generated due to flow deactivddce their sending rates using the CN message.
tion causes a decrease of the interface RLR on each interface
of the path. This in turn causes an increase in the fair share fdr Generating congestion notification messages.
each ingress node that sends traffic through the interface.The CN message carries information about the congested in-
However, since none of the ingress nodes knows about ttierfaces that requested a rate reduction to a single ingress node in
RLR decrease, they continue sending traffic at the rate belothe direct notification set. The CN_CORE message carries such
their new fair share, which may result in temporaryinformation to multiple (all) ingress nodes in the indirect notifi-
underutilization. The LDS relies on the periodic probing forcation set via other upstream nodes. Upon receipt of the CN
the ingress nodes to detect the presence of this exce®essage ingress nodes distribute the load according to the algo-
bandwidth. Core routers do not explicitly advertise availabilityrithm presented in Appendix B. Upstream nodes that receive the
of the excess bandwidth because a flow may only increase N_CORE message may need to include information about their
sending rate if each interface on the path has excess bandwigngested interfacésnto the forwarded CN_CORE and newly
available. This information can be obtained only by probingreated CN messages. Both CN and CN_CORE messages carry
the path. information for each ingress node including the identities of the
C. The Rate Reduction Phase

The Rate Reduction Phase begins when the core router ii-

terface chosen to initiate the rate reduction process receiv&%’%&o”ngSrlzomgscszggee:ﬁ%gte”aces corresponding to the link on which

Congested
interface k

Figure 1. Selection of the direct and indirect notification sets.




congested interfaces, their interface and aggregated interfapmvisioned with 1544 Kbps. In the simulation, we implemented
RLRs, and their capacities. a unidirectional version of the load distribution scheme assum-
Upstream nodes that receive the CN_CORE message updatg that the traffic from destinations to the sources does not
congestion notification messages only if the outgoing interfaceause congestion in the network and has no influence on the per-
j corresponding to the link on which the CN_CORE messag®rmance of LDS.
arrived is congested and satisfies one of the following rules.
The core routers determine congestion status of the intgrfacé. Evaluation of the congestion prevention using LDS
by comparing the link capacity with the difference between If the probe message indicates that additional traffic will not
the total arrival rate on the interfagend the rate reduction cause congestion on the path, then the new flow can start trans-
requested downstream. For more details see Appendix C.  mitting before the RLR change message is sent. However, if
Rule 1: If the rate reduction on the congested interfaise  additional traffic will cause congestion, then the ingress node
largef than the rate reduction on the downstream interfacegienerates an RLR change message but will allow the new flow
then the information about these downstream interfaces is r&s transmit its traffic only when the CN message arrives. Thus,
placed with the data of the interface upon a new flow's activation, congestion can still occur only if
Rule 2: Otherwise, if the interface RLR on the congested inthe ingress node will increase its sending rate before other in-
terfacej is larger than that on the next-hop downstream intergress nodes that contribute to congestion will slow down. How-
face, then the information about the interfad® added to the ever, congestion will only last until all participating ingress
corresponding ingress node entry in the control messages. nodes receive the congestion notifications and adjust their send-
These rules apply to each ingress node entry separately being rates.

cause individual ingress nodes may contribute to congestion —rgress Flow Probe Probe Reply Congestion

on different sets of interfaces. node activation RLR change Notification
Ingress 12 Source 2 110.02 sec 110.19 sgc 110.26 sec
Ingress 3 Source 3 170.01 gec 170.10 sec 170.13|sec

4. Simulation Results
To test and evaluate the performance of the load distribution . .

scheme, we performed a simulation study using the OPNET Table 1 show_s the arrival and departure t!mes _of t_he control
network simulator [11]. The goal of our simulation was toPackets at the ingress nqdes upon the f_Iows activation. The_se
show that the load distribution scheme prevents congestion f,e_[sults were collected using the simulation scenario shown in
the network, maintains high link utilization, fairly distributes F19ure 2. o

available bandwidth among individual flows, and incurs a very Oneé could observe that Ingress 3 needed significantly less
small load overhead. We also compare the proposed defif/€ t0 complete the message exchange as compared to Ingress
tions of faimess and show that the maximizing utility faimess2- This phenomenon is explained by the fact that Ingress 12

achieves higher throughput in the network. probes a longer path than Ingress 3. Similarly, both ingress
nodes waited longer for the probe reply than for the arrival of the

estination 2 congestion notification after the RLR change. This happens be-
(400, 1200] Destination 3 CAUSE the probe has to traverse a complete round trip path, while
T=185s oo T an intermediate core router, and not an egress node, may gener-
Destination 4-- . - . .

- ate the congestion notification. Thus, in general, a complete con-
trol message exchange initiated by a flow activation will last not
longer than two round trip times (RTT).

Table 1.Control message exchange timing

Destination 1

Source

e Core 2

Ingress 12 Egress 3

[200 1(\)5\0]\'?9 Ingress Node | Congestion Notification (CN) arrival time

t=110s T }F---—---—---—-—-F F- [—5—0—0--1-3-0—0'] “““““ Ingress12 185.573 seconds
Destination 3 '

Source 2 300, 2000] T=[60s, 360 5] Destination 4 Ingress 3 185.530 seconds
T=[170's, 260 s] estination 2 Ingress 4 185.514 seconds
Source 3 Destination 1 Source 4 Table 2. Arrival times of CN messages due to the flow activation
Figure 2. Simulation Topology. To better understand how long the congestion may last, let us

In our simulation we consider four sources sending multiexamine what happens when Source 1 starts sending traffic at
media traffic through the network of Figure 2, which showsl=185 seconds. Table 2 provides a list of the congestion notifi-
the topology used in the simulation as well as the destinatiogation arrival times caused by the activation of Source 1. Ingress
RLR, and the timeframe of operation for each source. For ex-2, which requested the RLR change, receives a congestion noti-
ample, source 1 starts sending its traffic to destination 4 &ication and adjusts its sending rate at time 186.507 seconds,
time 185 seconds and finishes at the end of the simulation. igile ingress nodes 3 and 4 receive their congestion notifica-
RLR is [400 Kbps, 1200 Kbps]. Each link in the network istions at times 186.465 and 186.376 seconds, respectively. Thus,
in this situation, congestion was avoided, because ingress nodes
3 and 4 were able to reduce their sending rates before Ingress 12

® The rate reduction on interfages larger than that on interfajdf for the injected additional traffic.
same RLR values, the interfaceauses larger rate decrease then the down-
stream interfacg.




If ingress nodes 3 and 4 would receive the congestion fic at its fair share on the link core 5 — core 3, the link utilization
notification after Ingress 12, then congestion would not be  oscillated around 95%.
avoided. However, even in the worst case, congestion Mbitsises INGRESS ROUTER 4

would last only from the time of the sending rate increase
until the time the last ingress node that contributes to con- S
gestion receives its notification. This amount should be 12
limited by the longest RTT.
Mbitstsec INGRESS ROUTER 12 10
Plazimum Fate 0
2.0 Actual Rate
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10 Figure 6. Link Utilization using
Actual Fiate Maximizing Utility Fairness
0.8 . L.
Plinimurn Fiate To compare performance of the proportional and maximizing
0.6 utility definitions of fairness we slightly modified our scenario.
160 120 200 220 240 260 g In the new scenario, we change RLR of Source 4 to [800 Kbps,
Figure 4. Load distribution by the Ingress Router 3 900 Kbps]. Figures 7 and 8 show link utilization for the different
B. Evaluation of fairness schemes and link utilization definitions of the fairness. As Figure 8 shows, proportional fair-

Figures 3 — 5 show how the ingress nodes adjust their serft€SS does not utilize link resources completely during the time

ing rates for the scenario described in Figure 2. These resuR§riod [110 sec, 170 sec], while the maximizing utility fairness

were collected using the maximizing utility definition of fair- 0€S, as shown in Figure 7. , o
ness. Note that throughout the simulation the ingress nodes! N€e proportional fairness suffers from this deficiency because

share available resources fairly. For example, during the tinle the fair share of the ingress node is larger than its maximum
period [185 sec, 260 sec] the link core 2 — core 5 is a bottid€quested rate, then the ingress node sends traffic at its maxi-
neck for ingress’ nodes 12 and 3. while link core 5 — core 3 [@Um requested rate and leftover bandwidthk is not distributed
the bottleneck for the ingress nodes 12 and 4. As a resuft!o"d the rest_ _Of the ingress nodkeSFEEkT( Bi" then the “ﬁk
available resources are distributed as follows: sending rate fafll be underutilized becausg;(FS) = C“ Let us examine
the Ingress 12 is 682 Kbps, 862 Kbps for Ingress 3, and 64ghen proportional fairness causes link underutilization.
Kbps for Ingress 4; their fair shares at the respective bottle- b ko gk

k . . R Ck'>BkDC> ! (8)
necks. However, since Ingress 12 cannot fully utilize its fair b T b br
share at the link core 5 — core 3 due to the bottleneck at core 2Thus, using proportional definition of faimess linkwill be

_rz(i:((j)LrJZIF ,irllr;?ézssse iétlslzei?jlii t?al::e the excess bandwidth aﬂﬂlderutilized whenever inequality (8) holds. However, maximiz-
9 y 9 : ing utility fairness always utilizes the link if the maximum value

Figure 6 shows utilization of the links core 2 — core 5 an - ; - . .
core 5 — core 3, which indicates that for the duration of thefthe interface RLR is larger than the interface's capacity.

kK _ K K _ 1k
experiment at least one of the links was 100% utilized. Furk" +(Ck —bk)B‘k hk >B“0 (ck —bk)ak hk

B“-b B“-b
thermore, even when the Ingress 12 was not able to send traf-

>B‘-h 0 C*>B" 9)



Inequality (9) shows that using maximizing utility defini- and terminate very frequently. As a result, LDS may incur a no-
tion of fairness the link is underutilized only if the maximum ticeable amount of overhead due to control message exchange.
requested rate on the interface is lower than the link's capaBurthermore, frequent advertisements of RLR change and sub-
ity. Otherwise the link bandwidth is completely utilized. Oursequent rate adjustments may cause extreme variation of the

simulation results support these observations. congestion level in the network, which would increase the num-
LIMK UTILIZATICON ber of control messages being exchanged. Thus, initiating the
RLR change phase each time a small flow activates or termi-
1o r"""‘"" - nates could be detrimental to the scalability of LDS.
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s ' To eliminate this problem, we propose that the ingress nodes
request large chunks of the resources to accommodate frequent
- activation and de-activation of the small flows. For example, for

large long-term flows, the ingress nodes would request RLR
change each time they are activated or deactivated, but for small
short-term flows, ingress nodes would generate RLR change
requests only when the aggregated RLR of the small flows goes

40%

Core2-Core 5 seses

20% Core § - Core 3 . .
beyond a certain threshold. This approach would reduce the
overall number of control messages and thus would improve
O7TR e w0 Zm ze0 a0 a0 o scalability of the load distribution scheme.
Figure 8. Link utilization using Requested  Active Requested RLR  Active RLR Requested  Active
Proportional definition of fairness minRLR minRLR fair share fair share  maxRLR ~ maxRLR
1 1 1 1 1 1
H I
C. Evaluation of the control message load overhead + + Compared with thresh(!)ld + +
We define the control load overhead caused by the LDS al e — — J |
the ratio between the total number of the data and contrBéndwidth | RLR allocated on the path |
packets generated. Figure 9 shows how the frequency of the RLR requested by the currently active flows
periodic path probing influences the load overhead. As ex- Figure 11. Requested and active RLRs

pected, control packet overhead increases as the probe generaI;0 implement this approach, we need to consider when the in-

tion rate grows. Still, even when we raise the probe generation .
rate to 1 packet every 4 seconds, the overall overhead did fJ€sS node should advertise the RLR change of the flow aggre-

e te. Let the RLR that the ingress node requested on the path be
reach 0.8%. For additional results see [5]. However, the pro
generation rate is not the only factor that affects the overheat € Requested EL'FSnC:hEQS. RLFI;LtEa_t”t]he_flows aske(;j for fr(lndm
In a network with a lot of short-lived flows, RLR change and € mgtress r;SLF(; he Ive ’ Ie _|fn?hresds_ﬁno e W(t))utw
congestion notification messages could significantly increa ) enerate ind RLRCfa'ng(; mesds?r?e °tf‘y IRLF(:f ! err(]ance etween
the overall load. We address this problem in the next section. erequeste arr shaiend theactive air shargoes
beyond some threshold value. Figure 11 shows a relationship

5. Scalability and per-flow quality of service between thathgandrequested RLRaIues.. .

In the previous section, we have shown that the LDS incurs Our load distribution scheme also provides the possibility of

insignificant load overhead. However, in our simulation We|mplement|ng a variety of services on a per-flow basis. In order

used a small network with fairly large flows. Large networks® Preserve such LDS properties as fair bandwidth distribution

usually have a lot of short-lived, small flows, which activate®MoNg .the ‘”9”?55 nodes, high link utilization, and cong¢§tion
' ' prevention, the ingress nodes should use the same definition of



fairness throughout the network when computing their bandem of determining when a new flow could be accepted into the
width share. However, the ingress nodes may use different andtwork, while the LDS examines the problem of how to fairly
more complex policies when distributing resources among thadjust resource allocation among the individual sources in order
flows. Each ingress node may implement its own set of loatb accommodate the new flow's request.

distribution policies without interfering with the policies of

other ingress nodes, which makes LDS extremely flexible ii7. Conclusions and future work

terms of providing per-flow QoS. In this paper we introduced a new load distribution scheme,
which allows fast and fair rate adjustment at the ingress nodes.
6. Related work overview Our scheme requires a core node to maintain information about

This paper is a direct extension and improvement of théhe ingress nodes that send traffic through its interfaces and it
work done in [4], which addresses the same problem througlses a message exchange protocol to distribute this information.
the approximation of the ingress node fair share based on nétewever, the core nodes do not keep any per-flow information
work feedback. The approach proposed in [4] is less accuratexd the message exchange protocol does not cause too much
in computing the fair share of ingress nodes, takes longer tintverhead. In the worst case, the proposed load distribution
to converge, and does not guarantee fair load distributioscheme requires two RTTs to adjust the sending rate among the
among the edge nodes under all network conditions. ingress nodes. However, it requires at most the length of the

In [6], Kar et al provided an excellent definition of the dy-longest RTT to eliminate congestion in the network.
namic rate control problem and introduced an iterative algo- Currently, we are further investigating the characteristics of
rithm that solves it. In [6], individual sources adjust their sendthe introduced load distribution scheme. In particular, since each
ing rates based on the utility function and the network feedngress node probes the path and requests RLR change inde-
back which consists of information about the number of conpendently of other nodes, we are examining the possibility of
gested links on the path. However, the algorithm proposed irace conditions. In the current version of the LDS implementa-
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Appendices

Appendix A: Notation

A" - Sending rate of the flo
(b,B") - Flow RLR of the flow.

(b,P, Bf’) - Path RLR on the ingress noidier the patHP.
C ¥ - Capacity of the interfade

R¥ -- Arrival rate on the interfade
(b,k , Bik) -- Interface RLR on the interfagefor the ingress node

b b b’
;(Bik _ blk )_ (Bik+1 _blk+1) B
A down — K™ LS Ck _bk - (16)
RI (Bk_bk)_(Bf_bf) %’ ( )Bk_bkE
We used superscripglownto denote information associated with the
downstream interfaces. We use notatiti"" to denote the set of the
downstream interfaces that cause ingremses to reduce their sending

rates. A more detailed description of the rate decrease computation can
be found in [5].

ARdown - ;n (hk — hkﬂ)g bf (15)

* (bk, Bk) -- Aggregated interface RLR on the interf&ce

We will use abbreviation§S and AB to denote fair share and
available bandwidth respectively. We will apply subscripts and su-
perscripts to the above abbreviations in order to denote the type of the
object (e.g. flow, path, etc.) we are referring to.

Appendix B. The rate reduction at the ingress node

The congestion notification message that arrives at the ingress
node contains the list of the intacks that experience congestion.
Based on the IP address of each congested interface in the list, the
ingress node identifies corresponding entries in the router table and
updates them with the new information. After that, the ingress node
identifies the set of flows that travels through each congested inter-
face. We define the set of flows that visit interfage as
o, ={ff 0K}

Subsequently, the ingress node computes a new sending rate for
each flow that belongs to the si, starting from the last congested

interface in the lidt which is arranged in the order from the closest to
the most distant interface from the ingrassle. Sinceach flow may
visit multiple interfaces in the list, we adjust the sending rate of the
flow only once according to the information of the interface that it
visits last, the interface that is located the closest to the end of the list.
If there aren congested interfaces in the list then the set of flows that
reduce their sending rate based on the congestion information of the
interfacek is computed as follows:
ok =0, - [ Jo, (10)
k<j<n
Then the new rate for each flointhat belongs to the seb® is
computed according to equations (5) and (7) presented in Section 2.

Appendix C. Determining the congestion status of the interface
The interface is congested if the following inequality holds:

Rk _ ARdown > Ck (13)
2

We use symboAR“"™ to denote the amount of bandwidth re-
leased by the ingress nodeue to the congestion downstream and
symbol U%" to denote the set of all the ingress nodes that adjust
their sending rates because of the congestion downstr€hese
ingress nodes are specified in the CN_CORE message.

Interfacek computes the amount of bandwidth released by the in-
gress nodeé due to the congestion downstream, which we rzaé
decreaseas the difference between the fair shares of the ingress node
i before and after the RLR change phase. Equations (15) and (16)
show how the rate decrease by the ingress hisdeomputed for the
proportional and maximizing utility definitions of fairness respec-
tively.

ARdown - Fsbefore_ Fsaher (14)

“ The last congested interface in the list is the interface that is located the
largest number of hops away from this ingress node.



