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Abstract—Automated signal classification systems are finding increasing use in many applications for the analysis and interpretation of large volumes of signals. Such systems show consistency of response, help reduce the effect of variabilities associated with human interpretation. This paper deals with the analysis of ultrasonic NDE signals obtained during weld inspection of piping in boiling water reactors. The overall approach consists of three major steps, namely, frequency invariance, multiresolution analysis, and neural network classification. The data are first preprocessed whereby signals obtained using different transducer center frequencies are transformed to an equivalent reference frequency signal. Discriminatory features are then extracted using a multiresolution analysis technique, namely, the discrete wavelet transform (DWT). The compact feature vector obtained using wavelet analysis is classified using a multilayer perceptron neural network.

Two different databases containing weld inspection signals have been used to test the performance of the neural network. Initial results obtained using this approach demonstrate the effectiveness of the frequency invariance processing technique and the DWT analysis method employed for feature extraction.

I. INTRODUCTION

ULTRASONIC METHODS of nondestructive testing are used extensively in the weld inspection of boiling water reactor piping for detecting intergranular stress corrosion cracking (IGSCC) [1]. IGSCC occurs in the heat-affected zone (HAZ) of welds in stainless steel piping. Three major factors that cause IGSCC to form and propagate are: tensile stresses on the inner diameter of the weld region, a corrosive environment, and a sensitized grain structure. The detection of IGSCC in the HAZ of welds in piping is of considerable interest to the nuclear industry.

IGSCCs are most often detected using an angle beam ultrasonic inspection method. This method involves launching an ultrasonic wave into the weld region, and analyzing the signal reflected back from a discontinuity present within the material. A schematic of the weld geometry is shown in Fig. 1. It can be seen that the received signal may be reflected from a crack, a counterbore, or a rootweld. The superposition of reflections from rootwelds and counterbores on the crack signals makes the interpretation of the resulting ultrasonic inspection signals very challenging.

Studies have shown that manual ultrasonic inspection can be accurate but is highly variable, depending on the inspection skills, training and emotional status or fatigue of inspectors [2], [3]. Automated signal classification (ASC) is becoming increasingly popular in many commercial applications, including nondestructive evaluation (NDE). Motivation for the use of such systems arises from the need for accurate interpretation of large volumes of inspection data, and minimizing errors due to human factors. ASC systems have the potential for detecting flaws and interpreting ultrasonic signals consistently and accurately. Such systems have the added advantage of being able to provide a quantitative measure of the probability of detecting flaws.

Pioneering work on automated ultrasonic data analysis dates back to the late 70s and early 80s when Rose and his colleagues [4], [5] reported promising results on the feasibility of using pattern recognition techniques for automatic characterization of signals using a set of features chosen from the spatial, frequency, and time domains. Other researchers have investigated the feasibility of using physical features from time and frequency representations of signals for flaw characterization. These include such features as maximum amplitude of the signal, pulse duration, waveform kurtosis, rise and fall times [6], [7].

Once a set of optimum features has been chosen, a suitable classifier can be used to classify the waveforms. A number of supervised and unsupervised classification algorithms such as K-means clustering algorithm, fuzzy C-means, and more recently neural networks have been proposed for classifying signals. Using a suitable training al-
Fig. 2. Overall schematic of an automated signal classification system.

...cessing stage, the primary objective is to render the classification results invariant to the effects of variations in test and sample conditions including gain and frequency settings, time delays in sampled signals, and other minor differences in material properties. In this specific case, we are interested in developing a signal classification system such that the performance is reasonably insensitive to the choice of the transducer center frequency. This is accomplished using time scaling.

The second step involves the extraction of features to reduce the dimensionality of the signal to be processed by minimizing redundancy. The feature extraction algorithm employs the discrete wavelet transform (DWT). The frequency invariant signals obtained from the first stage are analyzed using DWT for extracting features containing sufficient discriminatory information.

The wavelet transform based features incorporating both time and frequency domain information are then classified using a neural network into one of three groups, namely, crack, counterbore, and root weld. Each of the three steps are described in the following sections.

B. Preprocessing for Frequency Invariance: Time Scaling

In ultrasonic inspection, transducers of different center frequencies are used, depending on a number of issues, such as wall thickness, resolution desired, and the depth and the orientation of the flaw. Lower frequencies are used when the thickness of the sample is large enough for signal attenuation to be an important factor. However, high frequency transducers are used to resolve smaller flaws and for flaw sizing particularly when the thickness of the sample is small enough to allow attenuation issues to be ignored.

This poses a major problem when the data is analyzed using an ASC system. Most pattern classification algorithms rely heavily on the shape of the signal, which can vary considerably with the frequency of operation. Therefore, it is required that the ASC system recognize signals of different frequencies and interpret them in such a manner that the overall performance is independent of the frequency of operation. The frequency invariance technique described in this paper transforms signals at different frequencies to a reference frequency signal prior to feature extraction.

Fig. 3 shows two signals obtained from a crack using a 1 MHz transducer [Fig. 3(a)], and a 2.25 MHz transducer [Fig. 3(b)]. Figs. 4(a) and (b) show the frequency spectra of these two signals centered at 1 MHz and 2.25 MHz, respectively. If an ASC system is trained exclusively with 1 MHz signals, the higher frequency signal has to be transformed appropriately prior to classification.

A simple approach for frequency invariance is based on time-scaling that transforms both the center frequency as well as the bandwidth of the signal. Time scaling relies on simply scaling the time axis of a signal, resulting in either stretching or compressing the signal. Scaling in time...
domain is accomplished by using decimation and interpolation procedures as explained below.

A signal centered at frequency $f_1$ with bandwidth $BW_1$ is scaled in time so that its center frequency and bandwidth are mapped to $f_2$ and $BW_2$, respectively. This transformation of frequency $f_1$ to a frequency $f_2 = \frac{f_1}{a}$, exploits the FT property:

$$x(at) \Leftrightarrow \frac{1}{a} X \left( \frac{f}{a} \right)$$  \hspace{1cm} (1)

where $x(t) \Leftrightarrow X(f)$.

Depending on the value of $a$, the transformed signal is either stretched or compressed in time. The time scaling is accomplished by a combination of interpolation and decimation operations. Decimating a signal by a factor of $m$ involves dropping every $m$th sample whereas interpolating by a factor of $m$ involves adding $m$ new samples of appropriate amplitudes between each sample of the original signal. For example, the 2.25 MHz signal is scaled down in frequency to a 1 MHz signal by using $a = 2.25$, that is, the signal is interpolated by a factor of 9 and decimated by a factor of 4 to give a scaling factor of 2.25. The resulting 1 MHz signal has 2.25 times the original number of sample points. The number of points is then reduced to the original value by eliminating the samples at the two ends. This truncation is performed on the assumption that the discarded samples from each end of the interpolated signal do not carry any significant amount of information.

The time scaling procedure was implemented on the 2.25 MHz signals, a typical example of which is shown in Fig. 3(b). It can be seen that the first and last 64 samples of the 256 samples long sequence do not carry any significant information, and the bulk of the energy is concentrated in the midsection of the A-scan. Therefore, no information is lost by the truncation. Fig. 5 illustrates the 1 MHz signal and the time scaled version of the 2.25 MHz signal shown in Fig. 3(b). Fig. 6 shows the corresponding frequency spectra.

As seen in Fig. 6, both signals are centered at 1 MHz frequency, and their bandwidths are very similar. It is also seen that the overall shape of the spectrum has not been altered. In other words, all information has been retained during the time-scaling operation. The signals acquired at different inspection frequencies are transformed to the reference frequency of 1 MHz prior to feature extraction.

C. Feature Extraction: The Wavelet Transform

Ultrasonic NDE signals contain reflections from discontinuities which manifest in the A-scans as abrupt time localized changes resulting in time varying spectral characteristics. Consequently, the conventional Fourier decomposition technique is not an appropriate tool for analyzing these signals. The discrete wavelet transform is a mul-
tiresolution analysis technique which is one of several approaches that can be used to obtain the time-frequency representation (TFR) of a signal. The TFRs are used to analyze time localized signals with time-varying spectra, where conventional Fourier transform analysis methods prove to be inadequate.

Several methods have been used to obtain the TFR of signals with time varying spectra, such as short time Fourier transform (STFT) or Wigner distribution (WD). The constant time and frequency resolutions associated with the STFT and the inherent difficulty in the implementation of the WD on nonanalytical signals have limited the wide spread use of these methods. These limitations have been overcome by wavelet transforms, introduced to the signal processing community by Mallat [9] in the mid and late 1980s.

The (continuous) wavelet transform is defined as follows:

$$WT_{x}^{\psi}(\tau, s) = \Psi_{x}^{\psi}(\tau, s) = \frac{1}{\sqrt{|s|}} \int x(t) \psi^{*}(\frac{t - \tau}{s}) \, dt$$

where the transformed signal $WT_{x}^{\psi}(\tau, s)$ is a function of two variables, $\tau$ and $s$, representing translation and scale parameters, respectively, and $\psi(t)$ is the transforming function called the mother wavelet. The wavelet transform represents the correlation between the signal $x(t)$ and scaled versions of a prototype function, the mother wavelet. The scaling of the prototype function involves contraction and dilation of the signal, and the translation involves shifting this function along the time axis.

The discrete wavelet transform is a fast algorithm that is used to obtain the wavelet transform of a discrete time signal.

An extensive discussion of the discrete wavelet transform and theory of multiresolution analysis can be found in [10], [11]. The analysis technique discussed in this paper employs subband coding for representing ultrasonic signals, and this method will be described in greater detail.

The DWT analyzes the signal by decomposing it into its coarse approximation and detail information. This decomposition is accomplished by using successive highpass and lowpass filtering operations in the frequency domain.

The original signal $x[n]$ is first passed through a half-band highpass filter $g[n]$ and a lowpass filter $h[n]$, where $g[n]$ and $h[n]$ are quadrature mirror filters (QMF) of each other. Various filters have been developed over the years to be used in DWT computation, and among them Daubechies wavelets have found widespread use. After the filtering, half of the samples of the two output signals are discarded by subsampling, because the signals now have a bandwidth of $\pi/2$ radians instead of $\pi$. This constitutes one level of decomposition and is expressed mathematically as:

$$y_{\text{high}}[k] = \sum_{n} x[n] \cdot g[2k - n]$$
$$y_{\text{low}}[k] = \sum_{n} x[n] \cdot h[2k - n]$$

where $y_{\text{high}}[k]$ and $y_{\text{low}}[k]$ are the outputs of the highpass and lowpass filters, respectively, after subsampling by 2.

This decomposition in effect halves the time resolution and doubles the frequency resolution, because the frequency band of the signal now spans only half the previous frequency band. The above procedure is repeated for further decomposition of the lowpass filtered signals. The highpass filtered signals constitute the DWT coefficients. At every level, the filtering and subsampling results in half the number of samples spanning half the frequency band resulting in reduced time and improved frequency resolutions. Fig. 7 illustrates this procedure, where $x[n]$ is the original signal to be decomposed, and $h[n]$ and $g[n]$ represent lowpass and highpass filters, respectively. The bandwidth of the signal at every level is indicated by $f$ in Fig. 7. This procedure in effect resolves the high frequencies better in time and the low frequencies better in frequency. Because most signals of practical interest are nonstationary in nature, subband coding provides a very effective way of obtaining the TFR.

The DWT coefficients at different levels are concatenated, starting with the last level (coarsest) coefficients. For a signal consisting of 256 samples, the first level (highest resolution) contains 128 samples, the second level contains 64, the third level contains 32, and so on. This algorithm provides an efficient decomposition if the number of samples is a power of two, or a multiple of power of 2.

DWT also provides a very effective signal compression and data reduction scheme. Because the energies of most signals are concentrated in a certain frequency band, all other frequencies are represented by very low amplitudes in the transform domain, and can be discarded without any loss of information. Figs. 8(a) and (b) show a typical ultrasonic 1 MHz crack signal sampled at 10 MHz and
its DWT, respectively. The last 128 samples constituting Level 1 DWT coefficients (samples 129 through 256) characterize the signal in the \([\pi/2, \pi]\) rad/s frequency band, which corresponds to frequency range of 2.5 to 5 MHz. These samples do not contain much information, because the signal does not have any spectral components in this frequency range. Level 2 DWT coefficients (samples 65 through 128) characterize the signal in the \([\pi/4, \pi/2]\) rad/s frequency band corresponding to the frequencies 1.25 to 2.5 MHz. The main energy of the signal appears in the Level 3 DWT coefficients (samples 33 through 64), which characterize the signal in the \([\pi/8, \pi/4]\) rad/s range, corresponding to frequency range of 625 kHz to 1.25 MHz. The relatively large negative peak appearing in the Level 4 DWT coefficients, samples 16 through 32, correspond to the lower frequencies in the signal, including the envelope of the signal.

It can be easily seen that the 256 samples long signal can be represented by the first 128 samples of the DWT with little error, because the contribution of the last 128 coefficients is negligible. Therefore, the Level 1 DWT coefficients can be discarded without any loss of information. In this respect, DWT not only provides a feature extraction scheme, but also provides significant data reduction, thereby reducing the computational burden considerably. Because samples that are excluded are most likely to correspond to noise, this data reduction also improves the classification accuracy.

\section{D. Neural Network Classification}

A number of supervised and unsupervised pattern recognition algorithms have been employed for the classification of multidimensional signals. The K-means clustering algorithm is one of the most widely used techniques for partitioning the feature space. More recently neural networks have proved to be very effective in signal classification, due to their ability to generate arbitrarily complex decision boundaries [12].

A variety of neural network architectures and learning algorithms have been developed over the years, including the Hopfield, multilayer perceptron (MLP), radial basis functions, Kohonen, and adaptive resonance networks [13]. For classification of signals that are separated by complex decision boundaries in the feature space, the MLP networks have gained widespread acceptance and become the network of choice, due to their simple yet powerful learning algorithm.

In this application, we use the MLP for classifying the signals obtained from weld inspection into three classes, namely crack, counterbore, and rootweld. The network was trained using the well-known backpropagation algorithm [13]. Fig. 9 illustrates the architecture of the two-hidden layer MLP network used in this study, where \(I_i, i = 1, 2, ..., N\) is the input vector, \(H_{1j}, j = 1, 2, ..., N_1\) are the output values of the first hidden layer nodes, \(H_{2k}, k = 1, 2, ..., N_2\) are the output values of the second hidden layer nodes, and \(O_l, l = 1, 2, 3\) are the values at the output nodes.

The feature vector consists of 128 DWT coefficients requiring 128 input nodes. Two hidden layers with 30 nodes in the first hidden layer, 7 nodes in the second hidden layer, and an output layer with 3 nodes were used. The output layer was designed to generate binary valued signals. If the signal presented to the input node is a crack signal, the desired output is \([1 \ 0 \ 0]\), whereas counterbore and rootweld signals produce outputs \([0 \ 1 \ 0]\) and \([0 \ 0 \ 1]\), respectively.

The weights connecting the input nodes to the first hidden layer nodes are denoted by \(w_{ij}\), the weights connecting the first hidden layer nodes to the second hidden layer
nodes are denoted by \( v_{jk} \), and finally the weights connecting the second hidden layer nodes to the output nodes are denoted by \( w_{kl} \).

Additional nodes were added to both input and hidden layers with a constant value of 1 to serve as threshold levels in the network equations. These nodes always have the same state, 1, and do not change throughout the training process.

The input signal (vector) \( I = I_1, I_2, I_3, \ldots, I_N \), is fed to the input layer of the network which does not perform any computation. The values of the hidden layer nodes and the output nodes are computed as follows:

\[
H_{1j} = f \left( u_{0j} + \sum_{i=1}^{N} u_{ij} I_i \right) \quad j = 1, 2, \ldots, N1 \tag{5}
\]

\[
H_{2k} = f \left( v_{0k} + \sum_{j=1}^{N1} v_{jk} H_{1j} \right) \quad k = 1, 2, \ldots, N2 \tag{6}
\]

\[
Q_l = f \left( w_{0l} + \sum_{k=1}^{N2} w_{kl} H_{2k} \right) \quad l = 1, 2, 3. \tag{7}
\]

The activation function, \( f \), used in the above equations is the sigmoid function defined by (8):

\[
f(x) = \frac{1}{1 + e^{-\zeta x}}. \tag{8}
\]

The parameter \( \zeta \) determines the slope of the sigmoid function; as \( \zeta \) approaches infinity, the sigmoid function approaches a hard limiter function. The index 0 used in (5), (6), and (7) characterize the extra node added to introduce a threshold value.

Computing the output values of all nodes using the above equations constitutes a single forward pass. The training procedure is a recursive algorithm that starts at the output node and proceeds back to the first hidden layer (hence backpropagation). The weights are adjusted such that the error in the network output is minimized. The minimization is performed using a conventional gradient descent algorithm as explained in [13].

The convergence time of the network (the training time) can be reduced significantly with the right choice of the learning rate, \( \eta \), which controls the rate at which the weights are adjusted in the gradient descent algorithm. Unfortunately, a well defined set of criteria for choosing the learning rate is not available. Choosing \( \eta \) too small increases the learning time considerably, whereas choosing a large value for \( \eta \) may cause the network to jump over or miss, the error surface minimum.

An alternate approach is to use an adaptive learning rate. In this method, the learning rate is constantly changed according to the change in the error from one iteration to the next. If the new error is greater than a predefined ratio \( \alpha \) (typically 1.04) times the previous error, the new weights, output values, and errors are discarded, and the learning rate is decreased by a predefined factor \( \beta \) (typically 0.7). The learning then continues with the previous weights, error values, and node values. If the new error is less than the predefined ratio times the previous error, the learning rate is increased, again by a predefined factor \( \gamma \) (typically 1.2) [14].

The MLP parameters used in this study are summarized in Table I.
III. The Database and Implementation

Two databases containing weld inspection signals from nuclear power plant piping were used to evaluate the effectiveness of the approach. The data included three classes of signals, labeled as crack, counterbore, and rootweld. Typical signals obtained from a crack, counterbore, and rootweld are illustrated in Fig. 10. A brief description of the two databases are given in the following subsections.

A. The EPRI Database

The first database considered was that generated by the Electric Power Research Institute (EPRI) IGSCC database and consisted of 539 controlled signals of known classification at 1 and 2.25 MHz frequencies. The conditions employed for generating this database can be found in [15]. The signals were single A-scans, 256 samples long, acquired at a sampling rate of 10 MHz. All signals were first individually normalized to a maximum amplitude of 1 in order to minimize the impact of the pulser receiver gain setting. A set of 160 signals of 1 MHz chosen at random from this database were used for training the network. The training dataset included 60 crack signals, 50 counterbore signals, and 50 root weld signals. The DWT coefficients of these 160 signals were then computed using the Daubechies wavelets with four vanishing moments. The filter coefficients of Daubechies wavelets can be found in [16]. The first 128 of these coefficients were used to train the MLP.

B. The LMT Database

The second database, generated using an automated scanning system by Lambert, McGill, Thomas, Inc. (LMT), consisted of 32 C-scan images of 16 piping weld regions at 1 and 2.25 MHz. Each C-scan covers a scanning area of 3 in. in the axial direction and 10 in. in the circumferential direction. The A-scans were collected in steps of 0.025 in. in the axial direction and 0.1 in. in the circumferential direction, giving a total of $121 \times 101 = 12,221$ A-scan signals per C-scan image. Each A-scan signal was sampled at 25 MHz to generate 1798 samples per signal. The C-scans were obtained by raster scanning the pipe either in the upstream direction (against the direction of the flow) or in the downstream direction (in the direction of flow). Fig. 11 illustrates the schematic of the inspection geometry used in generating the database.

In addition to the crack, counterbore, and rootweld signals, this database also included background signals. These signals were very easy to distinguish from others due to their low amplitude. All signals in this database were consequently thresholded to eliminate the background signals from further processing.

The remaining signals, each of length 1798, were then segmented using a 256 long window such that the maximum amplitude of the reflected waveform appears in the middle of the time window. The time window of interest for this gating and aligning process was computed based on the values of wall thickness, angle of incidence, propagation velocity, and transducer position relative to the weld. These signals were individually normalized in amplitude to a maximum of 1. The DWT coefficients of normalized signals were computed using the Daubechies wavelets with four vanishing moments, and the first 128 coefficients were used to train the network. The steps involved in the testing stage are summarized in Fig. 12.

A set of 125 signals of known classification were selected from the 1 MHz C-scan image shown in Fig. 13, containing all three classes of signals. These signals were equally distributed among the three classes: 42 signals from crack, 43 signals from counterbore, and 40 signals from rootweld regions. The neural network was trained using the 1 MHz A-scans. The test data included signals from all 32 C-scan images obtained using both 1 and 2.25 MHz transducers. During the testing stage, all 2.25 MHz signals were time-scaled before time aligning.
TABLE II  
Distribution of Signals in the EPRI IGSCC Database.

<table>
<thead>
<tr>
<th>Frequency</th>
<th># of crack signals</th>
<th># of counterbore signals</th>
<th># of rootweld signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 MHz</td>
<td>98</td>
<td>73</td>
<td>75</td>
</tr>
<tr>
<td>2.25 MHz</td>
<td>107</td>
<td>94</td>
<td>92</td>
</tr>
</tbody>
</table>

TABLE III  
Performance of the Neural Network Demonstrating the Effect of Time-scaling and DWT.

<table>
<thead>
<tr>
<th>Class</th>
<th>DWT</th>
<th>FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Column 1</td>
<td>Column 2</td>
</tr>
<tr>
<td></td>
<td>1 MHz</td>
<td>unscaled 2.25 MHz</td>
</tr>
<tr>
<td>Crack</td>
<td>96%</td>
<td>34%</td>
</tr>
<tr>
<td>Counterbore</td>
<td>100%</td>
<td>20%</td>
</tr>
<tr>
<td>Rootweld</td>
<td>95%</td>
<td>61%</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

The performance of the ASC system was tested on two different sets of data, namely, the EPRI IGSCC database and the LMT database. The results are presented and discussed in the following subsections.

A. Results Using the EPRI Database

Test signals from the EPRI database consisting of individual A-scans at frequencies of 1 and 2.25 MHz were distributed into three classes as shown in Table II.

Three different tests were performed to evaluate the overall approach in general, and the time scaling and the discrete wavelet transform processing techniques in particular. The results are summarized in Table III.

In test 1, the MLP was trained with 1 MHz signals and tested with 1 MHz signals. The network performed very well as seen in Column 1 of Table III by correctly classifying 96% of the cracks, 100% of the counterbores, and 95% of rootwelds.

In test II, the same network was tested with the raw, unscaled 2.25 MHz signals. The network performed very poorly as seen in Column 2 of Table III, classifying only 34%, 20%, and 61% of the crack, counterbore, and rootweld signals, respectively.

In test III, the same network trained with 1 MHz signals, was tested with the time-scaled 2.25 MHz signals. The classification performance improved significantly as seen in Column 3 of Table III. The network correctly classified 93% of the cracks, 97% of the counterbores, and 96% of the rootwelds.

Signals from each class vary significantly, depending on the frequency of operation. Training the network with both 1 and 2.25 MHz signals within the same training data either prevents the network from converging or causes it to perform very poorly due to these large variations within individual classes at different frequencies. The results of
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Fig. 12. Overall procedure.
these tests illustrate the effectiveness of the time scaling procedure in removing the frequency-dependent variations while retaining the discriminatory features of different classes.

In order to evaluate the choice of the DWT coefficients as elements of the feature vector, the performance was assessed using feature vectors containing 128 fast Fourier transform (FFT) coefficients. The network was trained with 1 MHz signals, and tested with the remaining 1 MHz signals and time-scaled 2.25 MHz signals. These results are illustrated in Columns 4 and 5 of Table III. The classification performance with FFT coefficients supports our initial arguments describing the need for using nonstationary signal processing techniques such as the DWT for analyzing ultrasonic signals.

The performance of the neural network classification was compared with that obtained using conventional clustering techniques such as the K-means clustering algorithm. The feature vector containing 128 DWT coefficients obtained as before was input to the K-means clustering algorithm. The entire EPRI database, including 1 MHz and time-scaled 2.25 MHz signals, was used. The performance of the clustering algorithm was significantly poorer than that of the neural network. All cracks were correctly classified, but only 43% of the counterbores and 45% of the rootwelds were detected. All misclassified counterbores and rootwelds were labeled as cracks, resulting in a significant number of false alarms.

The K-means clustering algorithm is a very simple scheme that performs well with lower dimensional feature vectors. However, in the case of complex feature spaces, neural networks have shown superior classification performance [17]. In addition, the K-means clustering algorithm suffers from other drawbacks, such as sensitivity of the performance to the choice of initial cluster centers and the order in which the data is presented.
It is apparent from Table III that the performance of the neural network is optimized when time scaling is employed and DWT coefficients are used as features.

**B. Results Using the LMT Database**

The ASC system was then applied to the C-scan images in the LMT database. The results of the neural network classification are presented as “neural network generated images” of the corresponding C-scans. A typical example of a C-scan image indicating regions of cracks, counterbores, and rootwelds used in this study is shown in Fig. 13. As mentioned earlier, the signals used to train the neural network were randomly selected from this C-scan image.

The horizontal and vertical axes correspond to the circumferential and axial positions of the transducer on the pipe, respectively. Each point on the C-scan reflects the maximum amplitude in the time windowed A-scan at the corresponding transducer position. The red stripe that runs along the axial position 1 in. represents a counterbore region, except that the midsection corresponding to circumferential positions ranging from 4 to 6 in., which represents a region with a crack. Corresponding indications due to the second reflection are seen in the axial positions from 1.7 to 2 in. The second irregular strip along the axial position of 0.5 in. represents a rootweld region.

The neural network generated classification image is shown in Fig. 14. Cracks in the resulting image are represented in red, counterbores in green, rootwelds in yellow, and background signals are represented in blue. The neural network clearly identified all crack, counterbore, and rootweld regions correctly as seen in Fig. 14.

The neural network was then tested on a 2.25 MHz C-scan image. The raw C-scan and the corresponding classification images are presented in Figs. 15 and 16. The crack is located at the axial position of 0.7 in. and circumferential position between 16.5 and 18.5 in. The irregular strip
across the image at the axial position of 1 in. represents a counterbore. The region that covers the axial positions of 0.3 to 0.5 in. and the circumferential positions of 17.5 to 19.5 in. represents a root weld region. Fig. 16 shows the neural network classification of the crack, counterbore, and root weld regions at the appropriate locations.

Fig. 17 shows a C-scan representing data acquired using a 1 MHz transducer from a specimen with two regions of interest corresponding to a crack and its second reflection. The neural network classification is shown in Fig. 18. Except for a few isolated misclassified pixels, the neural network generated image clearly depicts the crack regions. Simple image processing techniques, such as median filtering, can be used to post process the classification image to eliminate isolated pixels being classified as counterbores or rootwelds.

Fig. 19 illustrates another C-scan obtained from a region with crack indications. This C-scan was also generated using a 2.25 MHz transducer. The neural network generated image is shown in Fig. 20. As seen from Fig. 20, the neural network clearly indicated the crack regions.

Most of the 32 C-scans images contained only cracks with no counterbore or rootweld indications, similar to the C-scan images shown in Figs. 17 and 19. All the IGSCC indications were successfully identified by the neural network. Four images presented in this section are representative of the entire database.

V. CONCLUSIONS

The results obtained demonstrate the validity of the overall strategy that employs time scaling for invariance to the effect of transducer frequency, the wavelet transform for feature extraction, and neural networks for classification. Time scaling is a simple operation for transforming signals of the same class obtained at different excitation frequencies to a single reference frequency signal so that a single neural network can perform the classification independent of the transducer frequency. This procedure can be used safely when the indications of defect are present at both frequencies, and when defect detection, rather than defect sizing, is the primary objective. The discrete wavelet transform was chosen for feature extraction largely due to the fact that time and frequency information are provided simultaneously for time localized signals, and significant data reduction is obtained without major loss of information.

Neural networks trained using a specific set of weld inspection data may not perform well if there are significant changes in pipe geometries and material properties. A certain amount of retraining is inevitable under such situations.

Several issues are still being investigated. One effort that is in progress is to predict the confidence level of the network performance. The ASC system developed in this study is currently being enhanced to include features that allow the network to predict the reliability of its own classification. Variations in pipe geometries and material properties may be reflected in the confidence level of the network prediction, which in turn will determine the need for further training.

In an attempt to demonstrate the versatility of the approach developed, the automated signal classification system is currently being evaluated to test the robustness using different databases and crack morphologies. Future plans include participation in the Performance Demonstration Initiative (PDI) organized by EPRI to test Level 3 ultrasonic inspectors for certification.
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