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ABSTRACT 
Oneafthemorecomputationally intensivepwtionsofspeechcod- 
ing algorithms using linear predictive (LP) m e t h d  is the calcula- 
tion of line specual frequencies (LSFs) from the predictor cceffi- 
cients. Methods for the efficient mmpuration of LSFs have been 
dereloped. A very large scale integration ("LSI) design imple- 
menting one such method is presented. The architecture is de- 
signed to be optimized for speed and area and is  suitable for inte- 
gration i n b  larger speeeh coding systems. 

1. INTRODUCTION 

In applications where mt. paver and s i x  are of cntical impor- 
once, the use of application specific very large scale integration 
(VLSI) s p e d  coding systems have certain adi'antages ot'er the 
use of general pu'pose digital signal prwssors The optimization 
of such VLSl systems can further reduce the complexity and power 
requirements while enhancing performance. The use of linear pre- 
dictive (1.p) methods fur speech d i n g  i s  cammm practice in such 
systems. However, there are several parts of LP based speech crd- 
ing algorithms which exhibit fairly high levels of computational 
complexity. 

One such example is  the compulalion of line spectral frequen- 
cies WFs) given the linear predictive coefficients. This involves 
the isolation of polynomial rmtS which is a complex and resource 
consuming undertaking. 4 method to ida te  the line spectral fre- 
quencies efficiently has teen proposed in [I]  and is the algorithm 
implemented in th is  VLSl design. This method starts with the P 
melticirnt LP filter given by 

where a ( k )  are the LP ccefficients. The first algorithmic step is to 
compute the symmetric polynomial Fi(z) and the antisymmevic 
polynomial &(z )  from A(=). The corresponding equations are 

FI(z) = A(.) + Z ~ ( ~ + ~ ) A ( Z C ' )  (2) 

F2(z) = A(=) -*dP+*)A(z-') n, 
TherootsofFL(i)and F*(~)areontheunitcircle.aresimpleand 
interlace. The LSFs are the angles of the m s  whose imaginary 
pan is  positive. For practical appliwtions. the order P i s  typically 
10 or 12, making the isolation of the polynmial roots an arduous 
!ask given'the high rawm cost in m m  VLSI systems. 

Two trivial rmts at I = f l  are first removed using a simple 
difference equation [I] that essentially accomplishes pdynomial 
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deflation. The remaining r m s  must be found explicitly When P 
i s  even. we define the deflated polynomials as GI@) = FI ( a ) / (  1+ 
2-l) and G ~ ( z )  = Fg(z)/(l - z- ' ) .  When Pis odd. we de- 
fine the deflated polynomials as GI(=) = F,(z) and G l ( z )  = 
F2(z)/(l - z / ) .  Suppose the orders of GI(=)  and G+) are 
2M1 and 2M1 respectively. When P i s  even, M L  = M2 = PI2. 
When P i s  odd, MI = ( P  + 1)/2 and M, = ( P  - 1):2. Note 
lhathatGt(r) and G ( z )  have an inherent coefficient symmetry [l]: 

G ( z )  = 1 + g t ( l ) r - '  + ... + g l ( ~ M ~ ) z - ~ '  + ... (4) 
+ g~(l)z-~2Ml-1) + 

Gz(z) = 1 +gp(l)zC' + ... + g z ( A l , ) r C M 2  + ... (5) 
+ g2(l)z-(2M~-ll + z - z M x  

The second algorithmic step i s  to deflate the polynomials F , ( r )  
and & ( z )  togetGl(z) andC.'l(z),respectively. 

Since only the mots with p m v e  imaginary part are of inter- 
est. [ha tofal number of LSR i s  A41 + Mz = P whelher P i s  odd 
or even. The ISF  vector consisLs of an ordered set of angles be- 
tween 0 and c. Using coefficient symmetry. substituting 1 = eJy 
in the expressions lor G ( z )  and G l ( r )  and removing the linear 
phase term results in the following cosine series expansions [I]: 

G i ( w )  = Z e o s M i w f Z g ~ ( l ) c ~ ~ ( M ~  - l ) u + . . .  (6) 

Cl(,) = ZeosMzu+291(l)cos(M~-l);u+ ... (7) 
+ 2g,(M, - 1)COSW +g,(M,)  

+ ZgdA42 - I)cosu + gu(M2) 

These series may be expressed in the form ci Chebyshev polyno- 
mials in z by applying the frequency mapping c m w  = T,"(z) 
where T,(z) is the mth order Chebyshev polynomial in z. The 
mappingappliedtoGl(w)andC.'~(w)leadsto 

G I ( z )  = Z T M ~ ( I ) ~ - Z ~ ~ ( ~ ) T M ~ - ~ ( ~ ) + . . .  (8) 
t Zgt(M1 - I)?'i(z)+yi(Mt) 

+ Z a ( M 2 -  I ) T ~ ( z ) + g z ( M z )  
C ? ( z )  = ~ T M % ( z )  t 2g.(l)T(M2-L)Z + ... (9) 

Any Chebyshev polynomial series of this form can be evaluated 
efficiently through the application of Clenshaw's Recurrence For- 
mula [Z]. Thus each evaluation or N terms may be achieved with 
N multiplio?tions and 2N additions [I]. The third step is  to trans- 
form GI(*) and G ( r )  into their Chebyshev polynomial series 
rorm G,(z) and G&) respectively. 

Transforming the polynomials info the Chebyshev domain ef- 
fectively maps the upper part of the unit circle onto a region from 
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z = -1 to z = 1. The rrmts are isolated through the evaluation 
of the Chebyshev polynomial series over lh is  re$on and observing 
the zero crossings. Figure 1 illustrates the Chebyshev polynomial 
series GL(z)  and Gz(z) for a particular speech frame. A zero 
crossing i s  detected by observing a sign change in the Chebyshev 
polynomial series. Then. the rwt location i s  evaluated at a higher 
resolution in the neighborhmd of the sign change. In [I], i t  was 
determined experimentally that a come resolution of 0.02 and a 
fine resolution of 0.0015 i s  adequate to isolate the rrmt to an ac- 
ceptable precision. These are the values used in this design. I t  
should also be noted that the interlacing rmt property on the unit 
circle carries over to the Chebyshev domain. Thus, the first root 
found by slarting the search at z = 1 will be a raot of GI (z). The 
secondraotwill bearmtofG2(z). This furlherincreases theefli- 
cienc) of the algorithm as one can alternate between evaluation of 
G~(z)andGa(z)asrrmtsarefound. Thefourthstepistoisolatc 
the rmls of GI(=) and G,(z) as described above. When all the 
rmts are found, the LSPs are computed as the in%-em m i n e  of the 
rmts of C,(z) and Gz(z). The implementation of this algorithm 
in a VLSl design suitable for integration into larger speech d i n g  
systems is  now discussed. 

2 VLsl IMPLEMENTATION 

The design of an architecture implementing the described algo- 
rithm was undenaken with the following design goals. First, the 
design istobe realized entirely in VHDL. Sccond, Thedesign isto 
be optimized for speed and minimal size. Third, a stmcture should 
be chosen which eases integration into larger systems requiring 
computation of LSFs. Fourth, the design must accommodate up to 
12th order LPadysis. 

Implemenlation of the algorithm while observing these design 
goals required the implementation of various algo.orithm and utility 
blocks. These are: 

I. alofIf2 Compute F > ( r )  and Fz(z )  from A ( z ) .  

2. poljdiv: Remove the roots of Fi ( z )  and F,(z) at i = il. 
3.  chebfom: Compute theChehyshrv polynomial seriesGl(r)  

and Gz(z). 
4. mol@deer Isolate the toots of G,(z) and Cl(z) in the in- 

terval from - I  to 1. 
5. accos: Compute the arccos of the mots to obtain the LSFs 

using a Taylor series expansion. 
6. clemhaw: Compute the result of a Chebyshev polynomial 

series efficiently 121. This i s  used as a global resource for 
the root finding algorithm block. 

7. fpnulr A floating-point multiplication blmk as a global 
rcsource for all algorithm blocks requiring it. 

8. fpoda A floating-point addition blmk as n global resource 
for all algorithm blocks requiring it. 

9. fpdiv: A floating-point division block as a global resource 
for a11 algorithm block requiring it. 

Other VLSl implementations d speech coding systems imple- 
ment a full Aaaling point unit (FPU) or DSPcore [3][4]. Howver, 
lh is  approach would unnecessarily increaSe the size and complex- 
ity of the implementation of LSF cmputation. figure 2 shows the 
top leswl architecture of the design. An algorithm block for each 
major algorithmic task i s  defined. h c h  of these blocks makes use 
of global resources, which are defined as utility blocks. 

3. GLOBAL UTILITY BLOCKS 

The decision was made to make use of floating point numerics 
in tht: execution of the algorithm. Based on experimental results 
with sdtware implementations on general purpae processors. the 
32-bit IEEE 741 single precision bit floating point format was  se^ 

lected. While i t  may be acceptable in practical applications to use 
normalized integer computations or fixed point representations. 
because the dynamic range of the A(=) coefficients cannot be guar- 
anteed, floating p i n t  was deemed lo be the best choice. Also, 
interfacing.u<th a host processor or other external systems was 
thought to be simpler if numerical scaling need not be performed 
prior to presenting data to the system. 

The floating point multiplier and adder are based on those de- 
scribed in [SI and the divider i s  derived from the same general 
architecture. All are modified for IEEE 754 floating point format 
compliance. As implemented in the system. the solution to either 
of these operations is  resolved in one clmk cycle (indicated by 
pre-synthesis results). 

The Chebyshev polynomial series waluation blo& i s  a direct 
implementation of the Clenshaw Recurrence Fnrmula and simdy 
executes the following: 

The backward recurrence a,($) = 2zhift(z) - bi,,(z) + cb 
with initial conditions b ,v ( : z )  = bN+l(z)  = 0 IS used to calculate 
b o ( r )  and bz(r) to gcl Y ( z )  as above. The Chebyshev evaluation 
blmk also m k w  use of the floating p i n t  addition and multiplica- 
tion blocks 

4 MAIN ALGORITHM BLOCKS 

The main algorithm blocks consist of the major algorithms de- 
scribed above. First. the atoflJ2 computes F t ( r )  and W ( z )  from 
A ( * ) .  Next. R ( z )  and F*(z) are deflated by their trivial rmts 
by the polydiv Mock. The deflation block i s  one enlity and has 
an input bit indicating which rcot i s  to be removed. The resulting 
outputisprcsentedtoablock~rhichfindsG,(~) andG2(z)cheb- 
form. Then, !he zero crossings x e  isolated by the rwtfrnder block. 
This is  the portion of the circuit that scans the linear region from 
+1 to -1 with a coarse resolution and detects zero crossings. Fol- 
lowing thedetection ofagiven zemcrossing, theimmediate region 
i s  re-scanned with a finer resolution. In order to avoid a complete 
32-bit IEEE 754 format magnitude comparison. a change in the 
sign bit is detected to isolate a zero crossing. At each point in 
lhe a n .  the Chebyshev pdynomial series evaluation block. clen- 
shaw. i s  iwoked to determine the value of the series. Advantage of 
the interlacing pper ty  is  laken lo avoid evaluating bath polyno- 
mial series over the entire region. The algorithm block will switch 
from one to thc other as each zero crcssing i s  found. The dtiL 
mate output d the zero cmssing isolation i s  the set or values of _r 

corresponding to the mots of GI ( z )  and C,(z)  (rootfrnder). The 
final block cmputes the LSR as the inverse cosine of the m t s  
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LEntity I Primafives 1 Operators 1 
I m r  I 13M I 144 I 

Table 1: VHDL Synthesis Resulrs 

cuit synthesized using Leonard0 Spectrum and Ihe MOSlS 
AM05 synthesis librar). from Mentor Graphics. 'lable I shows thc 
result ofthe synthesis forwch entity. InTable I. the primatiresare 
the low level gates to implement the design. The operators are the 
lo~cUlatperformoperations(li~1theripple~arryaddersandmag- 
nitude umpralors). Note that the individual enlily metria ignore 
cerOin overheads which would be present in the overall system. 
Should this architecture h implemented in a larger system as in- 
tended. the overall architectural wncerm must k evaluated and 
the design suitably modified. For example. a larger system may 
be ora complexity level as to require a full floating p i n t  unit. in 
which c m  lhefFucll andjpadd entities may be redundant. Also, 
the bus interfaces with any extemal systems must be designed for 
wnvenience as well as performance which may dictate the imple- 
mentation of more conventional bus interfaces. 

The results from VHDL level simulation as well as synthe- 
sis results indicate that the approach for achieving an application 
specific VLSl design for LSFwmputalion is  feasible. For further 
study, the perlormance of the architecture described will be exam- 
ined incorporating post-synthesis pansitics 
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Figure I :  PlolsolChebyshes Polynomial S e r k G l ( z ) w d G 2 ( s )  (121hOrder) 

Figure2 Top I.evel Block Archikclure 


