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Abstract

Cochannel interference of speech signals is a common practical problem particularly in tactical communications.
Ideally, separation of the individual speech signals is desired. However, it is known that when two equal bandwidth
signals are added, such a separation is not possible. We examine the problem of identifying temporal regions or frames as
being either one-speaker or two-speaker speech. This identi"cation is important in making automatic speaker and speech
recognition systems more robust and is based on feature extraction and subsequent classi"cation as is done in pattern
recognition. The research has looked into both the closed-set problem where the identity of the tow interfering speakers
are known a priori and the more di$cult open-set problem where the identities are not known (speaker independent). For
the feature extraction step, we propose a new pitch prediction feature (PPF) which is compared with the linear Predictive
cepstral coe$cients (LPCC) and the mel frequency cepstral coe$cients (MFCC). The features are computed and
classi"ed on a frame-by-frame basis. We compare the performance of two classi"ers, namely, the neural tree network
(NTN) and vector quantizer (VQ). The results show that in both the closed-and open-set cases, (1) the VQ is the better
classi"er and (2) the PPF outperforms both the MFCC and LPCC features. The superiority of the PFF comes with the
added bene"ts of using a scalar feature as opposed to the 12-dimensional vectorial LPCC and MFCC features and
a lower VQ codebook size. ( 2000 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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tizer; Neural network

1. Introduction

Cochannel interference is a situation that develops
when a speech signal is corrupted by the voices of other
speakers. In applications that call for remote access by
users, cochannel interference is often the cause of dimin-
ished performance. The interference may be introduced
in the communication channels, at some point during the
transmitting and receiving end. In tactical communica-
tion systems, where there are multiple signals transmitted
over a signal channel, this problem is also common. It is

also possible that interference may be introduced at the
transmission site itself. This is often the case if the micro-
phone at the transmitting end is not acoustically isolated,
in which case all background noises, including voices
would be transmitted along with the primary speaker.
This scenario is often exempli"ed in speakerphones and
other hands-free communication devices. No matter where
the interference has occurred, the end result is a corrupted
signal of multiple voices that creates major problems for
automatic speaker/speech recognition systems.

In this paper, we address the problem of identifying
temporal regions of a cochannel signal as being either
one- or two-speaker speech. This is known as the speaker
count labelling problem in that given a temporal region
or frame of speech, the label corresponds to a count of
either 1 or 2. Solving the speaker count labelling problem
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is very important in making automatic speaker and
speech recognition systems more robust. Suppose that
a speaker identi"cation system is trained on one-speaker
speech only and a cochannel signal is encountered during
testing. There is a mismatch between the training and
testing conditions which causes serious performance
degradation. If it is possible to label the regions of the
cochannel signal that have count of 1, only the feature
vectors from those regions can be used for speaker identi-
"cation. Similarly, for speech recognition, regions having
a count of more than 1 can be further processed to
remove the interference. In fact, if the objective is speaker
interference suppression, speaker count labelling can be
used in conjunction with a knowledge of the pitch tracks
of both speakers to diminish the e!ect of the interfering
speaker.

In Ref. [1], a similar problem known as automatic
talker activity labelling has been addressed. In this work,
cochannel speech was used as input where frames were
labelled either target (primary speaker), jammer (interfer-
ing speaker) or talker}jammer (cochannel speech). A clas-
si"er was then used to train front-end feature vectors for
the &target' speaker, the &jammer' speaker and the combi-
nation of both speakers. During the recognition, the
detector was presented with speech from the target, jam-
mer and combination of target}jammer. The detector's
task was to use the stored references to identify which of
the three possible sources produced the input and report
that result. The detectors were then evaluated on their
ability to label the test input correctly. With the use of the
mel frequency cepstral coe$cient (MFCC) feature and
a vector quantizer (VQ) classi"er, a 80% correct detec-
tion rate was recorded.

The speaker count algorithm we propose is based on
a common pattern recognition approach involving fea-
ture extraction and classi"cation. We attempt to "nd
features that can discriminate between one- and two-
speaker speech on a frame by frame basis. Experiments
are conducted with the MFCC feature and the linear
predictive cepstral coe$cients (LPCC). We also propose
a new feature based on the concept of pitch prediction
which is commonly used in speech coding [2]. For the
classi"er, we compare the VQ [3,5] and the neural tree
network (NTN) [6,7]. Two distinctive scenarios are
examined, namely, the closed-set case where the identity
of the speakers is known a priori and the open-set case,
where the identity of the speakers is not known. Note
that in Ref. [1], the closed-set case is mostly examined.
The speech is assumed to be text independent in that
there is no restriction on what phonemes are uttered.

Another assumption in this work is that only one
cochannel signal is available for analysis. Moreover, this
signal is a linear superposition (or mixture) of the two
constituent speech signals. In contrast with our assump-
tion, much work on signal separation has dealt with the
case when two signal mixtures are available. This is the

area of blind signal processing for which a survey of
adaptive learning algorithms are given in Ref. [8]. Other
techniques which use two signal mixtures for separation
include decorrelation based on the least mean-squares
algorithm [9], eigendecomposition of the autocorrela-
tion matrix [10], polyspectral analysis [11]. A further
examination of the decorrelation method for accelerated
adaptive "ltering is given in Ref. [12] along with an
application of speech recognition.

The outline of this paper is as follows. Section 2 dis-
cusses the various features we use for speaker count. In
Section 3, we describe the VQ and NTN classi"ers that
we use along with the features to do speaker count
determination as a pattern recognition task. Section 4
gives the experimental protocol and Section 5 discusses
the results. In Section 6, we present the conclusions.

2. Features for speaker count determination

In this section, we discuss the various features that are
considered to determine the speaker count.

2.1. Linear predictive cepstral coezcients (LPCC)

Speech consists of two major correlations, namely, the
near- and distant-sample redundancies. The near-sample
correlations leads to a linear prediction (LP) model for
the speech as given by

s (n)"
p
+
k/1

a
k
s (n!k)#r (n), (1)

where s (n) is the speech signal, r (n) is the error or LP
residual, a

k
are the LP weights applied to the previous

speech samples in estimating the current sample and p
is the LP order. The residual signal r (n) is obtained by
applying a nonrecursive "lter A (z) to the speech as given
by

A (z)"1!F (z)"1!
p
+
k/1

a
k
z~k. (2)

The "lter A (z) removes the near-sample correlations in
the speech and is known as the prediction error "lter.
From Eq. (2), we see that F (z) is a formant or linear
predictor that forms an estimate of s (n) as a weighted
linear combination of p previous samples. The coe$-
cients a

k
are computed by the autocorrelation method

which minimizes the mean-square value of the residual
r (n) [13,14]. With the autocorrelation method, all the
roots of A (z) are within the unit circle [13,14]. The
spectrum of 1/A (z) represents the spectral envelope of the
speech signal which in turn speci"es the vocal tract res-
onances or formants. The distant sample correlation is
due to the inherent periodicity or pitch and is discussed
later.
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Based on the LP coe$cients a
k
, it is possible to derive

a host of equivalent representations. These are the re#ec-
tion coe$cients, log-area ratios, linear prediction cep-
stral coe$cients (LPCC) and the line spectral frequencies
(LSF) [15]. We use the LPCC feature for speaker count
which, for a minimum phase A (z), can be recursively
computed from the LP coe$cients by the relationship

c
n
"a

n
#

n~1
+
k/1
A
k

nBckan~k
, 1)n)p, (3)

where c
n

are the cepstral coe$cients. The LPCC feature
is commonly used in speaker recognition systems [16]
and it is our intention to examine it for speaker count.

2.2. Pitch prediction feature (PPF )

Once the speech signal s (n) has been "ltered by A (z)
(see Eqs. (1) and (2)), a residual signal, r (n) that is free of
near-sample correlations is produced. This residual sig-
nal contains only the distant sample or pitch informa-
tion. The pitch prediction "lter removes the pitch in-
formation. In speech coding, pitch prediction is used to
parameterize the pitch information which is transmitted
along with the LP parameters [2]. The simplest form of
the pitch prediction "lter has one tap whose transfer
function is given by

P(z)"b
1
z~M, (4)

where the integral delay M represents the pitch period.
Since the sampling frequency is unrelated to the pitch
period, the individual samples do not show a high peri-
od-to-period distant sample correlation. Therefore, a
3 tap predictor serves like an interpolation "lter and
provides for interpolated estimates that show higher peri-
od to period correlation. The transfer function is

P(z)"b
1
z~M`1#b

2
z~M#b

3
z~M~1. (5)

In computing the predictor coe$cients and M, con-
sider the situation of a signal that is passed through the
prediction error "lter 1!P(z) to generate the residual
e (n). Assuming a given value of M, the coe$cients of P(z)
are chosen to minimize the mean-squared residual

E
.4%

"

N
+
n/1

e2(n), (6)

where

e (n)"r (n)!b
1
r (n!M#1)!b

2
r (n!M)

!b
3
r (n!M!1) (7)

and N is the number of samples in one frame. The
minimization of E

.4%
leads to a system of equations

which can be written in matrix form as Ac"d. For

a 3 tap predictor, the entries of the matrix A are

A (i, j)"/(M#i, M#j)

"

N
+
n/1

r (n!M!i) r (n!M!j) (8)

for !1)i, j)1. The vector

c"[b
1

b
2

b
3
]T (9)

and the vector

d"[/(0, M!1) /(0, M) /(0, M#1)]T. (10)

Speci"cally, for the one tap case, b
1
"/(0, M)//(M M).

In order to determine the optimum lag value M, the
mean-squared error is minimized by solving the above
equations. The resulting error E

3%4
is

E
3%4

"/(0, 0)!cTd (11)

in which the second term in the above equation is a func-
tion of M. The optimal value of M is that which maxi-
mized cTd. The procedure is to do an exhaustive search of
all integral values of M within an allowable range (we
used 20}147 for the 8 kHz sampling rate) to "nd the
optimal value. Assuming that the o!-diagonal terms of A,
which represent the near-sample redundancies, can be
neglected, the function cTd can be approximately given
by [2]

cTdK
M`1
+

m/M~1

/2(0, m)

/(m, m)
. (12)

Based on these pitch prediction concepts, a new feature
for speaker count has been developed. The pitch predic-
tion feature (PPF) is de"ned as the standard deviation of
the di!erences between the local peaks of the quantity
cTd as determined by the pitch prediction method. The
local peaks are those peaks of cTd that are above a given
threshold. Based on our observations, peaks that are
greater than 50% of the global maximum have been
chosen as possible pitch peaks. If a frame of a cochannel
speech signal has one speaker, strong peaks will occur at
multiples of the pitch period. Therefore, the standard
deviation of the di!erences of the peaks will be very
small. In Fig. 1(a) and (b), a plot of cTd is given for a frame
of speech of two di!erent speakers, one with pitch period
35 samples and the other with period 55 samples. When
the speech of these two speakers are mixed as a cochannel
signal, there will be a considerably larger number of
strong peaks of cTd. This is due to the strong cross-
correlation values between the pitch pulses of the two
speakers. For this reason, the standard deviation of the
di!erences of the peaks will be much higher. Fig. 1(c)
shows the plot of cTd for a frame of cochannel speech.
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Fig. 1. Plot of cTd for a frame of (a) speaker 1 with PPF value of
0.5, (b) speaker 2 with PPF value of 0.0 and (c) cochannel signal
with PPF value of 14.18.

Fig. 2. Speaker count determination system.

In Fig. 1(a), the peaks of cTd that are above the 50%
threshold correspond to 35, 70, 105 and 139 samples
(multiples of the pitch period of 35 samples). The di!er-
ences in the peaks are 35, 35, 35 and 34 samples. The
standard deviation of these di!erences is 0.5 which turn
in the PPF value. In Fig. 1(b), the peaks of cTd are 55 and
110. The di!erences are 55 and 55 which in turn give rise
to a PPF value of 0.0. Fig. 1(c) represents the peaks of cTd
for cochannel speech. The peaks are at 35, 78, 105, 110
and 139 samples. The di!erences are 35, 43, 27, 5 and 29.
The PPF value is 14.18.

2.3. Mel frequency cepstral coezcients (MFCC)

The perception of sound by humans of either pure
tones or for speech signals have been shown to follow
a nonlinear scale. This has led to the de"nition of what is
known as subjective pure tones. Thus for every pure tone
de"ned by actual frequency measured in Hz, a subjective
pitch is measured on a scale called the mel or bark scale.
As a standard reference, a pitch of a 1 kHz tone, 40 dB
above the hearing threshold, is de"ned as 1000 mels.
Mathematically, it has been shown that the subjective
pitch in mels increases less and less rapidly as the stimu-
lus frequency is increased linearly [14,17].

These perceptual nonlinearities have led to modeling
the peripheral auditory system by critical-band "lters.
The model postulates that sounds are preprocessed by
a band of triangular bandpass "lters, with center fre-
quency spacings and bandwidths increasing with fre-
quency (equivalently increasing by a constant mel fre-
quency interval) [14]. In fact, these "lters are designed
similar in spacing as the auditory neurons located on the
basilar membrane in the inner ear. The modi"ed spec-
trum of the speech signal S (u) thus consists of the output

power of these "lters when S (u) is the input. If the power
coe$cients are denoted by SM

k
, k"1, 2,2, K, we can cal-

culated what is called the mel-frequency cepstral coe$cients
(MFCC) [18] denoted by c6

n
, which can be expressed as

c6
n
"

K
+
k/1

log (SM
k
) cos CnAk!

1

2B
n
KD, n"1, 2,2, ¸,

(13)

where ¸ is the number of cepstral coe$cients. The
MFCC has been used for closed set speaker count deter-
mination [1] and we compare it to the LPCC and PPF in
both the closed and open set situations.

3. Classi5ers

In speaker recognition systems, vector quantizers (VQ)
and neural tree network (NTN) classi"ers have been used
successfully to render decisions about the identity of a
speaker [5,7] among a group of M speakers. Each
speaker is represented by a VQ codebook or NTN model
that is con"gured during training. During testing, the
feature vectors are obtained from one utterance consist-
ing of many frames. These feature vectors are applied to
each of the VQ codebook or NTN models (depending on
which classi"er is used) to get M distinct scores. The
model with the best score identi"es the speaker. The
speaker count determination problem is slightly di!erent
in that a model is needed to represent a speaker count of
1 and 2. Also, in contrast to speaker recognition, a deci-
sion is taken for each individual frame rather than for an
entire utterance. The speaker count is determined for
each frame and hence, the decision is taken using only
one feature vector. In speaker recognition, an entire ut-
terance is processed and hence, the decision is taken
using an ensemble of feature vectors. The general scheme
for speaker count is shown in Fig. 2.

3.1. Vector quantizer

In this paper, two scenarios are investigated for the
speaker count determination problem. The "rst looks at
the closed-set case, where the speakers are known a
priori. In this instance, three codebooks are developed
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Fig. 3. Concept of neural tree network. The circles represent
nodes and the squares represent leaves.

from the training feature vectors, each dedicated to one
of the three types of possible speech conditions encoun-
tered. The three conditions are (1) one-speaker speech
from the "rst speaker, (2) one-speaker speech from the
second speaker and (3) two-speaker or cochannel speech
from both speakers. The codebook for each condition is
designed by the Linde}Buzo}Gray (LBG) algorithm [4]
from training data for that particular condition only.
This is known as unsupervised learning in that training
data pertaining to another condition does not in#uence
the codebook for a particular condition. Each of the
codebooks will have the same size or number of codevec-
tors. We evaluate the performance for various codebook
sizes. During testing, consider a test feature vector from
a particular frame. It is quantized by each of the three
codebooks. The quantized vector is that which is closest
according to some distance measure to the test feature
vector. We use the squared Euclidean of ¸

2
distance in

our work. Hence, three di!erent distances are recorded,
one for each codebook. The codebook which renders the
smallest distance identi"es the speech condition. If condi-
tion (1) or (2) results, we have a speaker count of 1. If
condition (3) results, the speaker count is 2. The perfor-
mance is the number of frames identi"ed correctly
divided by the total number of frames tested. The next
section gives details on how the training data, test data
and correct speaker count are obtained.

In the open set case, the speakers are not known
a priori. Two codebooks are designed by the LBG
method, one for one-speaker speech and the other for
two-speaker or cochannel speech. The testing is done as
in the closed-set case but only two distances are recorded.
The codebook which renders the smaller distance identi-
"es the speaker count.

3.2. Neural tree network

The NTN classi"er is a hierarchical classi"er that
combines the properties of decision trees and feedfor-
ward neural networks [7]. The NTN uses a tree architec-
ture to implement a sequential linear decision strategy
[19]. The architecture of the NTN is determined during
training. Thus, it is self-organizing. Also, NTN training is
supervised in that training data pertaining to di!erent
conditions (each having a distinct label) is used. There-
fore, each training feature vector has a label indicating
the condition it emanates from. Each node at every level
of the NTN divides the input training vectors into a num-
ber of exclusive subsets of the training data. If a set of
training data at a particular node is of the same class or
condition (has the same label), then that node becomes
a leaf. Otherwise, the data is split into several subsets,
which became children of this node. This procedure
is repeated until all the data is completely uniform at the
leaf nodes. The leaf nodes of the NTN partition the
feature space into homogeneous subsets, meaning

a single class at each leaf node. An illustration of this
concept is given in Fig. 3. In Fig. 3, training data come
from two classes labelled as 0 and 1. The circles represent
nodes and the squares represent leaves. The nodes can be
thought of as being hyperplanes that partition the space
into exclusive subspaces. These subspaces are further
partitioned until a leaf is reached.

The NTN will give a 100% performance on the train-
ing set. Since test data are always di!erent from the
training data, an optimal performance is not necessarily
reached for a fully grown NTN due to overtraining [7].
Therefore, we use the strategy of forward pruning (has
been used for speaker identi"cation) [7] to avoid over-
training. When implementing forward pruning, the NTN
is grown only to a speci"ed number of levels and the
nodes at the lowest level are said to be leaves. In this case,
the training data for a leaf are not necessarily from the
same class. A majority vote is taken and the leaf is
assigned the label of the majority. We study the speaker
count performance with varying number of levels.

For the speaker count determination closed set prob-
lem, an NTN is grown from training data consisting of
three labels. The three labels are for the three conditions
which as before are (1) one-speaker speech from the "rst
speaker, (2) one-speaker speech from the second speaker
and (3) two-speaker or cochannel speech from both
speakers. Given a frame of test speech, the feature vector
is found and passed through the NTN so that is reaches
a particular leaf. The label assigned to the leaf classi"es
the speech frame. For the open-set case, an NTN is
grown from training data consisting of two labels, name-
ly, one- and two-speaker speech. The classi"cation of
a test feature vector is similarly done in that a match is
made to the label of the leaf reached.

4. Experimental protocol

In the following section, the experimental protocols
for the closed- and open-set schemes are discussed. In
general, the experimental protocols are quite similar.
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However, there are some slight variations. A key point to
note, is that, in the closed-set experiment, particular
attention is paid to the speakers' identity. In the open-set
case, however, the identity of the speakers is not relevant.
We will "rst describe the feature computation and then
look into the training and testing phases. The New Eng-
land portion of the TIMIT database is used in which the
speech is downsampled to 8 kHz.

4.1. Feature computation

The computation of the features applies to both the
training and testing phases. For the LPCC feature, the
autocorrelation method of LP analysis is used to get the
LP coe$cients a

k
[13]. The speech signal is "rst preem-

phasized by passing it through a nonrecursive "lter
1}0.95z~1. A 30 ms long Hamming window is then ap-
plied with a 20 ms overlap thereby providing a frame size
of 10 ms. A 12th-order LP analysis is done and the LP
coe$cients a

k
are converted into a 12th-order LPCC

feature vector using the recursion in Eq. (3). A 12 dimen-
sional MFCC feature is also calculated. As for the LPCC
feature, preemphasis followed by a 30 ms Hamming win-
dow with a 20 ms overlap is applied.

Consider the PPF feature. In this case, no preemphasis
is applied. A 12th-order LP analysis by the autocorrela-
tion method using a 30 ms Hamming window with
a 20 ms overlap gives us the LP coe$cients a

k
. Using the

a
k
, the speech is "ltered to generate the LP residual as in

Eq. (1). Prior to extracting the PPF, the LP residual is
passed through a Gaussian-shaped "lter whose impulse
response f (x/p) whose impulse response can be expressed as

f A
x

pB"
1

pJn
expA!

x2

2p2B.
The impulse response has a Gaussian shape and p refers
to the standard deviation of the Gaussian function. This
type of "lter has been used in image processing, parti-
cularly for edge detection [20,21]. The utilization of this
"lter is motivated by our observation that it acts so as to
smooth the LP residual thereby enhancing the perfor-
mance of the peak picking algorithm (to pick the peaks of
cTd as described earlier) used when generating the PPF.
Di!erent values of p were tried and the best performance
was achieved with a p"0.32. The number of the "lter
taps is equal to an odd integer closest to 16 (8p#1).
From the Gaussian "ltered LP residual, the pitch predic-
tion algorithm was applied to get a 3 tap pitch "lter P(z)
and the quantity cTd for M"20 to 147. For the pitch
prediction algorithm, a framesize of 10 ms was used (per-
formance given later) and there was no overlap between
frames. After "nding the global maximum of cTd, a thre-
shold equal to 50% of this maximum was set. Again,
di!erent thresholds were tried before a decision was
taken. The local peaks of cTd are those above the

threshold from which the candidate values of M are
taken. From these candidate values of M, the PPF scalar
feature is found by taking the standard deviation of the
di!erences as described earlier.

4.2. Training phase

During the training phase for all the experiments, the
general aim is to derive features that represent one- and
two-speaker or cochannel speech. The "rst "ve sentences
for each of the 38 speakers in the New England portion of
the TIMIT database represent the training speech. Six
speakers (three male and three female) are selected and all
possible sentence combinations are used to derive the
training cochannel speech. With this exhaustive combin-
ing method, a total of 375 cochannel sentences are used
for training. In generating the cochannel sentences, the
individual sentences are "rst normalized by their max-
imum absolute sample value before being added. In ex-
plaining both the closed- and open-set cases, let the
individual speech signals pertaining to speaker A and
speaker B be s

A
(n) and s

B
(n), respectively. The cochannel

signal is denoted as s
AB

(n)"s
A
(n)#s

B
(n).

Consider the closed-set scenario. The signal s
A
(n) is

divided into frames and energy thresholding is used to
distinguish between speech frames (not silent) and silent
frames. The same procedure is repeated for s

B
(n) to get

the speech frames of speaker B. For the cochannel signal
s
AB

(n), the cochannel frames are those for which a speech
frame of speaker A and a speech frame of speaker B are
added. The frames of s

AB
(n) for which a speech frame

of speaker A and a silent frame of speaker B are added
correspond to a speech frame of speaker A only. Sim-
ilarly, when a speech frame of speaker B and a silent
frame of speaker A are added, we get a speech frame
speaker B only. We now gather speech frames of speaker
A from s

A
(n) and s

AB
(n), speech frames of speaker B from

s
B
(n) and s

AB
(n) and cochannel frames of both speakers

from s
AB

(n). The features are computed for these three
cases and the VQ and NTN classi"ers designed.

Consider the open-set scenario. As in the closed-set
case, energy thresholding in performed on s

A
(n) and s

B
(n)

to get the speech frames. These speech frames are one-
speaker frames. For the cochannel signal s

AB
(n), the two-

speaker or cochannel frames are those for which a speech
frame of speaker A and a speech frame of speaker B are
added. From s

AB
(n), we also extract one-speaker frames

when a speech frame of one of the speakers is added with
a silent frame of the other speaker. The features are
computed for the one- and two-speaker cases and the VQ
and NTN classi"ers designed.

4.3. Testing phase

In the testing phase, energy thresholding is performed
on the cochannel signal s

AB
(n). For the frames which are
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Table 1
Closed-set results for the cepstral features using the VQ classi"er

Codebook size Cepstral feature

LPCC MFCC

16 83.1 75.6
32 83.2 75.9
64 83.1 76.1

128 83.1 76.2
256 83.1 75.5

Table 2
Closed-set results for the PPF feature using VQ classi"er

Codebook size PPF feature

1 83.2
2 83.3
4 83.3
8 83.3

16 83.5

Table 3
Closed-set results for the cepstral and PPF features using the
NTN classi"er

Number of levels Feature

LPCC MFCC PPF

2 65.9 63.9 65.2
4 64.8 65.6 66.6
6 64.6 65.2 66.6
8 64.7 64.8 66.9

10 64.5 64.6 65.6

declared to be speech frames, the feature is computed and
classi"ed by either the VQ or NTN classi"er as described
above. For the closed-set case, the decision is one-
speaker speech from speaker A, one-speaker speech from
speaker B or two-speaker speech. For the open-set case,
the decision is either one- or two-speaker speech. To do
the testing, six speakers from the TIMIT database that
are di!erent from those used for training are chosen.
Three of the speakers are male and three are female.
There are "ve testing sentences for each speaker that are
di!erent from the sentences used for training. All possible
sentence combinations are used to derive the 375 cochan-
nel speech sentences used for testing.

In measuring the performance, the decision must be
compared to some notion of a correct answer which is
not as obvious as in the case of assessing speaker identi-
"cation systems. We formulate one simple method to get
a correct answer as follows. Given a cochannel signal
s
AB

(n), energy thresholding is performed on the constitu-
ent signals s

A
(n) and s

B
(n) as is done during training. The

rest of the training procedure is essentially repeated to
label the cochannel frames. The performance is the num-
ber of times a frame is classi"ed correctly divided by the
total number of frames tested (82, 174 in our experiments).
There are two sources of error given a particular cochan-
nel frame. The "rst is when a decision is taken but does not
correspond to the correct frame label. The second is when
a decision is taken (since the cochannel frame is declared
to be a speech frame) but there is no frame label (since
neither the corresponding frame of s

A
(n) and s

B
(n) are

declared to be a speech frame). This second source of error
is very rare and occurs less than 0.1% of the time.

5. Results and discussion

In this section, the performance of the new PPF and
cepstral features are compared. In the "rst set of results,
the performance of the VQ and NTN classi"ers are
compared in the closed-set case. In the second set of
results, the experiments are repeated for the open-set
case. The vector quantizer codebook sizes range from 16
to 256 for the LPCC and MFCC features. Lower code-
book sizes of 1}16 were used in the case of the PPF. This
is due to the fact that the PPF is a scalar feature as
compared to the 12-dimensional LPCC and MFCC fea-
tures. Therefore, the use of the higher codebook sizes for
a scalar feature is not necessary and actually diminishes
the performance. For the NTN classi"ers tree levels of
2}10 were grown for all the features.

5.1. Closed-set case

Tables 1}3 depict all the closed-set results. The VQ
classi"er outperforms the NTN for all the features. We
concentrate on the results obtained using VQ. The LPCC

features outperforms the MFCC for all the VQ codebook
sizes. The performance of the PPF is essentially equal to
that of the LPCC. The PPF still maintains an advantage
in that the feature dimension is substantially lower.
Moreover, the smallest codebook size of 1 can be used as
negligible performance gain is achieved by a larger code-
book size.

5.2. Open-set case

Tables 4}6 depict all the open-set results. Since the
open-set case is a harder problem than the closed-set
case, the performance is less for the open-set case. The
VQ classi"er again essentially outperforms the NTN.

We concentrate on the results obtained using VQ. The
LPCC an MFCC show a similar performance. The PPF
shows the best performance for the smallest codebook
size of 1 and outperforms the cepstral features.
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Table 4
Open-set results for the cepstral coe$cients using the VQ classi-
"er

Codebook size Cepstral feature

LPCC MFCC

16 56.8 58.8
32 56.7 58.9
64 56.7 57.7

128 56.7 57.5
256 56.8 57.3

Table 5
Open-set results for the PPF feature using the VQ classi"er

Codbook size PPF feature

1 64.4
2 63.0
4 50.2
8 55.0

16 61.1

Table 6
Open-set results for the cepstral and PPF features using the
NTN classi"er

Number of levels Feature

LPCC MFCC PPF

2 55.8 49.0 50.5
4 54.4 60.2 48.8
6 52.7 55.8 47.0
8 51.6 47.5 51.2

10 48.4 50.7 51.2

6. Summary and conclusions

We examine the problem of identifying temporal re-
gions or frames of cochannel speech as being either one-
or two-speaker speech. Ideally, separation of the indi-
vidual speech signals that form a cochannel signal is
desired. However, it is known that when two equal band-
width signals are added, such a separation is not possible.
Identifying frames as being one- or two-speaker speech is
done using a pattern recognition framework based on
feature extraction and subsequent classi"cation. We de-
velop a new feature called the pitch prediction feature
(PPF) based on the concept of pitch prediction that is
used in speech coding. The PPF is a scalar feature that

outperforms the linear predictive cepstrum (LPCC) and
the mel-wrapped cepstrum (MPCC) both of which are
12-dimensional vector features. The vector quantizer
(VQ) and neural tree network (NTN) classi"ers are com-
pared and the VQ is found to be consistently better. Note
that the superiority of the PPF is not only synergistic
with achieving a lower feature dimension but also with
being able to use a lower VQ codebook size. In fact, the
lowest codebook size of 1 is used for the PPF which
essentially is equivalent to a Bayesian discriminant ap-
proach [19]. Two cochannel scenarios are looked at,
namely, the case when the speaker identities are known
a priori (closed set) and when the identities are not
known (open set). The open-set problem is more di$cult
and as expected, the performance for all the feature is less.
For both the open-set and closed-set problems, the PPF
is the best feature.
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