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A PATTERN RECOGNITION APPROACH TO SIGNAL TO NOISE 

RATIO ESTIMATION OF SPEECH 
 

ABSTRACT 

 

A blind approach for estimating the signal to noise ratio (SNR) of a speech signal 

corrupted by additive noise has been proposed. The method is based on a pattern 

recognition paradigm using various linear predictive based features, a vector quantizer 

classifier and estimation combination. Blind SNR estimation is very useful in biometric 

speaker identification systems in which a confidence metric is determined along with the 

speaker identity. It is also highly useful as a pre-processing step in speech and speaker 

recognition systems so that a proper degree of enhancement can be applied to augment 

system performance. This paper is a work in progress depicting the investigation 

conducted by two undergraduate students pertaining to (1) further research in SNR 

estimation and (2) the preparation of a laboratory manual to be used in an undergraduate 

class. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



INTRODUCTION AND BACKGROUND 

 

Estimating the signal to noise ratio (SNR) of a speech signal has interesting practical 

applications. Moreover, performing a blind SNR estimate [1] without knowledge of a 

clean reference signal is more relevant to many practical scenarios especially in the area 

of voice biometrics [2]. Blind SNR estimation is very useful in biometric speaker 

identification systems in which a confidence metric is determined along with the speaker 

identity [3]. The confidence metric is partially based on the mismatch between the 

training and testing conditions of the speaker identification system and SNR estimation is 

very important in evaluating the degree of this mismatch. A pattern recognition approach 

to estimate the SNR of speech based on vocal tract features and a vector quantizer 

classifier has been proposed [1]. This system has also been used as a pre-processing step 

in speaker identification and speaker verification systems [4][5]. This pre-processing step 

has been successful in making biometric speaker recognition systems more robust to 

noise conditions. The SNR estimation is utterance-based as opposed to segment-based. 

 

The educational impact of this project is two-fold: 

1. Undergraduate students are initiated into research/development [6] by working on 

a team to achieve a software implementation of the SNR estimation system. The 

students will also evaluate the performance of the system by experimenting with 

different features and classifiers. Producing a student-authored paper in a refereed 

technical conference is the objective. 

2. The students will also write a laboratory manual for a portion of this project to be 

run in a digital signal processing and/or a speech processing class. The objective 

is to have the students produce a paper in a refereed education conference. 

 

The learning outcomes for the students engaged in research and for the students doing the 

project in a class include: 

• Enhanced application of math skills 

• Enhanced software implementation skills 

• Enhanced interest in signal processing 

• Enhanced ability to analyze experimental results 

• Enhanced communication skills 

 

This project is a work in progress. The work commenced four months ago with a team of 

two students performing the research and preparing the laboratory manual. This paper 

will report on the work completed up to now. Involving undergraduate students in 

research and educational innovations has been highly successful in motivating them to 

proceed to graduate school [6][7]. 



 

RESEARCH ORIENTED TASKS   

The first task is to achieve a software implementation of the SNR estimation system 

described in [1]. The performance of this system will be used as the baseline and students 

will comprehend how to achieve a modular design. The block diagram of this system [1] 

is shown in Figure 1. 

 

 

Figure 1 – Block diagram of SNR estimation system (taken from [1]) 

 

Due to the time-varying dynamics of the speech signal, the students learn how to perform 

frame by frame processing as illustrated in Figure 2 [8]. The signal is divided into 

segments or frames of 30 ms duration. The overlap between adjacent frames is 20 ms. 

Within a frame, the vocal tract is assumed to be stationary and the calculated features are 

useful for SNR estimation.  

 



 

 

Figure 2 – Illustration of frame by frame processing (taken from [8]) 

 

The software modules implemented are as follows: 

 

1. Addition of white noise at a particular utterance based SNR. 

2. Linear predictive (LP) analysis on a frame by frame basis to compute the LP 

coefficients. 

3. Conversion of the LP coefficients to the LP cepstrum (CEP) which is the feature 

used for SNR estimation. 

4. Vector quantizer (VQ) codebook training: Use the Linde-Buzo-Gray algorithm to 

configure codebooks based on the CEP feature computed from speech at various 

SNRs. In this system, VQ codebooks are designed for SNR values from -1 dB to 

32 dB in 1 dB increments.  

5. Performance evaluation of the system and interpretation of the results. 

 

Ninety speakers from the TIMIT database were used in the experiments. The utterances 

in the database were downsampled from 16 kHz to 8 kHz. The first five sentences for 



each speaker are used for training the VQ classifier. The remaining five are used for 

testing. For each SNR value, there are 450 test utterances.  For each utterance, the 

absolute error which equals |True SNR value – Estimated SNR value| is determined. For 

each SNR, there are 450 absolute error values which are averaged to from an average 

absolute error (AAE) [1]. The testing of the system is performed for SNR values from 0 

dB to 30 dB in increments of 1 dB. Therefore, there are a total of 31 AAE values. These 

31 values are averaged to form an overall average absolute error (OAAE) as defined in 

[1]. 

 

For a particular test utterance, the CEP features are calculated in each frame and passed 

through all the VQ codebooks. A soft decision approach to generate the SNR estimate as 

described in [1] is used. The codebooks with the three best scores are selected. Based on 

these scores, a weighted linear combination of the SNR estimates corresponding to these 

three codebooks determines the final SNR estimate. This is known as a soft decision 

approach [1]. 

 

The student research team implemented the VQ based system and a similar system based 

on a Gaussian mixture model (GMM) classifier. For this case, a GMM model for each 

SNR value is designed using the Expectation-Maximization (EM) algorithm [9][10]. In 

achieving this implementation, students gain much insight into the concepts of 

probability and random variables. The SNR estimate is determined in two ways. The first 

is using a hard decision in that the SNR specified by the GMM model with the best score 

is the estimate. The second is a soft decision approach implemented in the same way as 

for the VQ classifier as described earlier. 

 

The OAAE performance values determined for the VQ and GMM systems is shown in 

Table 1. 

 

Classifier Approaches OAAE (dB) 

VQ Soft decision 1.80 

GMM Hard decision 1.80 

GMM Soft decision 1.61 

 

Table 1 – OAAE results 

 

Figure 3 shows the AAE for the three approaches as a function of the SNR that is tested. 

 



 

 

Figure 3 – The AAE plot for the three approaches 

 

Clean speech (no noise added) was also an input to the SNR estimation system. The 

expected SNR estimate should be greater than 30 dB. Table 2 shows the results. 

 

 

Classifier Approaches SNR Estimate (dB) 

VQ Soft decision 30.67 

GMM Hard decision 31.58 

GMM Soft decision 30.82 

 

Table 2 – SNR estimates for clean speech 

 

EDUCATION ORIENTED TASKS   

The student team is in the process of writing a laboratory manual for a class project that 

involves a software implementation of a VQ based SNR estimation system. Each step is 



to be clearly explained. Since the students have already implemented this system, they 

are well versed with the process of a modular design. When this project is run in a class, 

the deliverables will include the software implementation and a formal lab project report. 

The report will have a title page, table of contents, introduction and objectives, all the 

theoretical background, results and discussion, conclusions and references. 

ASSESSMENT RESULTS 

When the project is run in a class, the assessment instruments will include: 

• Student surveys: A target group (students who performed the project) will be 

compared to a control group (students who did not perform the project). 

• Faculty tracking of student achievement of learning outcomes based on evaluation 

of student work using significant rubrics. 

• A concept inventory test given before and after the project is performed. 

 

SUMMARY AND CONCLUSIONS 

 

This paper discusses a work in progress of an undergraduate student team that is gaining 

research experience by implementing an SNR estimation system, and is also writing a 

laboratory manual that will facilitate future use of the project in core engineering courses.  

This project falls within an NSF-funded umbrella project in which big data applications 

and technology are being vertically integrated throughout the engineering curriculum.     
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